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#### Abstract

A new algorithm is proposed for deciding whether a system of linear equations has a binary solution over a field of zero characteristic. The algorithm is efficient under a certain constraint on the system of equations. This is a special case of an integer programming problem. In the extended version of the subset sum problem, the weight can be positive or negative. The problem under consideration is equivalent to the analysis of solution existence for several instances of this problem simultaneously. New sufficient conditions are found under which the computational complexity of almost all instances of this problem is polynomial. In fact, the algorithm checks the existence of a cubic hypersurface that passes through each vertex of the unit cube, but does not intersect a given affine subspace. Several heuristic algorithms for solving this problem have been known previously. However, the new methods expand the solution possibilities. Although only the solution existence problem is considered in detail, binary search allows one to find a solution, if any.
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## 1. INTRODUCTION

The subset sum problem is to decide whether or not a linear equation has a $\{0,1\}$-solution. It is a wellknown example of NP-complete problems. The problem with $n$ variables is solvable in $O\left(2^{n / 2}\right)$ arithmetic operations (see [1]). A generally accepted conjecture states that this problem is solvable at worst in exponential time. This lower bound was checked using some computational models with constraints, including linear machines [2, 3] and additive machines [4], as well as by applying methods for checking the solvability of systems of algebraic equations based on the theorem about polynomials over a real closed field (Positivstellensatz) [5] or on Hilbert's Nullstellenzatz [6]. On the other hand, this problem can be solved in pseudopolynomial time by applying the dynamic programming method (see [7, 8]). Heuristic algorithms are available in the low-density case (see [9, 10]). This problem can be generalized to residue rings (modular case) [11] and multiplicative semigroups of matrices (see [12]).

We consider the problem of the existence of a $\{0,1\}$-solution to a system of linear equations. The worstcase computational complexity of this problem is the same as for the subset sum problem with a single equation. However, fast heuristic algorithms are known for systems of sufficiently many equations with a constraint on the coefficient signs (see [13, 14]), with coefficients of any sign (see [15]), or under other constraints (see [16, 17]). Some algorithms are surveyed in the next section.

Heuristic solution methods or approximations are known for close optimization problems, including the multidimensional knapsack problem [18, 19], the modular variant of this problem [20], and mixed knapsack and covering problems [21]. They can also be solved by applying general optimization methods (see [22, 23]). Heuristic local search algorithms are also available for verifying the satisfiability of a propositional conjunctive normal form (CNF) [24, 25], specifically, 3-CNF [26]. The same method can be used to solve the corresponding optimization problem (see [27]). On the other hand, only the exponentialtime upper bound $O^{*}\left(1.2989^{m}\right)$ is known for the worst-case complexity of the maximum satisfiability problem for a CNF formula with $m$ clauses (see [28]). The CNF satisfiability problem is equivalent to the existence of a $\{0,1\}$-solution to a system of linear inequalities with the same number of variables over an ordered ring of integers. Therefore, the worst-case complexity bounds for these problems are related to each other.

Concerning the average-case complexity, we assume that a probability measure is defined on a set of inputs of arbitrarily fixed length. Each such set is usually finite, so all inputs in it can be equiprobable. The average-case complexity is defined as the expectation of the computational complexity on inputs of the given length (see [29]).

The main result of this paper is a heuristic algorithm proposed for the problem of recognizing systems of linear equations that do not have a $\{0,1\}$-solution. The algorithm is applicable under weaker constraints than earlier algorithms. Additionally, it can be used in parallel with other methods. The results are valid over an arbitrary field of characteristic zero with efficiently computable operations. To simplify the exposition, the computations are usually considered over the field of rational numbers or over a purely transcendental extension of this field. However, computations with algebraic numbers (see [30]) can also be efficiently performed using algorithms for treating polynomials (see [31]).

## 2. PRELIMINARIES

Consider a system of $m$ linear equations in $n>m$ variables. By eliminating variables, it is easy to derive a new equation in $n-m$ variables. If $n-m=O\left(\log _{3} n\right)$, then the problem of searching for a $\{0,1\}$-solution to the original system of equations is solvable in polynomial time. It reduces to the search for each $\{0,1\}$ solution to an equation in $O\left(\log _{2} n\right)$ variables and to the check of whether this solution can be extended to a $\{0,1\}$-solution to the original system. In what follows, we consider less trivial cases when this problem is easily solvable.

Let $\mathbf{b}$ denote a column and $A$ denote a rectangular $m \times n$ matrix with nonnegative entries. All $\{0,1\}$-solutions to the system of inequalities $A \mathbf{x} \leqslant \mathbf{b}$ can be found by applying the dynamic programming method, the running time of which is low if the total number of such solutions is small. In [13, 14] Kuzyurin showed that, for $m>9 \log _{2} n$ under some assumptions on the entry distributions in $A$ and $\mathbf{b}$, the average number of such solutions is bounded above by a polynomial in $n$. Therefore, the average running time of the algorithm is also polynomial. The proof is based on estimating the tail of the binomial distribution. Given all solutions to the system of inequalities, among them we can easily choose a solution to the system of equations, if it exists. An important limitation to the applicability of this method is the requirement that the entries of $A$ be nonnegative. By making changes of variables of the type $y_{k}=1-x_{k}$, a system of equations with arbitrary coefficients can easily be reduced to a system of equations with nonnegative coefficients at the linear terms, so that the new and original systems have an identical number of $\{0,1\}$-solutions. However, the original distribution of coefficients is then distorted.

Given a system of $m$ linear equations in $n$ variables with positive integer coefficients $a_{k}$, the density is defined by the formula

$$
\varrho=\frac{n}{m \log _{2} \max _{k} a_{k}}
$$

For $m=1$, assuming that the density is low, i.e., $\varrho<0.9408$, almost all instances of the subset sum problem are solvable in polynomial time by searching for the shortest nonzero vector in a certain lattice (see [ 9,10$]$ ). This method can be generalized to systems of many equations with the same density constraint (see [16]).

Following [15, 32], the fraction of inputs of given size on which the algorithm quickly makes the correct decision can be estimated using the Schwartz-Zippel lemma (see [33]).

Lemma 1. Given a nonconstant polynomial $f\left(x_{1}, \ldots, x_{n}\right)$ of degree $d$ over a field $K$, if $\xi_{1}, \ldots, \xi_{n}$ are independent uniformly distributed random variables on a finite set $S \subseteq K$ of cardinality $|S|$, then

$$
\operatorname{Pr}\left[f\left(\xi_{1}, \ldots, \xi_{n}\right)=0\right] \leqslant \frac{d}{|S|},
$$

where $\operatorname{Pr}[\cdot]$ denotes the probability that the condition in square brackets holds.
Recently, this result has been strengthened to univariate polynomials over the field of complex numbers. There exists a set of $2 d+1$ numbers such that any two polynomials $f$ and $g$ of degree $d$ are equal to each other if the range of $f$ is embedded in the range of $g$ on this set (see [34]).

The rank of a matrix over a field can be computed by applying a polynomial number of processors, each executing only $O\left(\log _{2}^{2} n\right)$ operations over this field (see [35, 36]). On the other hand, upper bounds for the
complexity of computing the rank of a matrix are close to the complexity of matrix multiplication (see [37, 38]). In this paper, examples are computed in the MathPartner computer algebra system (see [39]). The determinant of a matrix is calculated by the $\backslash \operatorname{det}()$ command, and the rank, by the $\backslash \operatorname{rank}()$ command. In Maple, the determinant, rank, and permanent of a matrix can be computed, for example, in the LinearAlgebra package.

## 3. RESULTS

The geometric interpretation of the problem is to check whether the affine subspace defined by the system of linear equations passes through a vertex of the unit $n$-cube. Each such vertex corresponds to a $\{0,1\}$ solution. According to the applied method, an attempt is made to construct an algebraic hypersurface of low degree that passes through each vertex of the unit cube, but does not intersect the given affine subspace. Here, the hypersurface can be reducible. The existence of such a hypersurface implies that the original system of equations has no $\{0,1\}$-solution. The computational complexity of this method depends on the degree of the hypersurface. The application of quadrics in the case of subspaces of low dimension was studied in [15]. On the other hand, for a general hyperplane, the union of $2^{n}$ parallel hyperplanes containing all vertices of the unit $n$-cube is the desired hypersurface of degree at most $2^{n}$. However, the degree can be lower. Specifically, if the hyperplane is defined by an equation with bounded above positive integer coefficients that has no $\{0,1\}$-solutions, then a small number of parallel hyperplanes is sufficient. This circumstance underlies the dynamic programming method for solving the subset sum problem. However, we consider arbitrary hypersurfaces that are not necessarily a union of hyperplanes.

### 3.1. Straight Lines in the Projective Plane

First, we consider a straight line in the plane, which corresponds to the search for a $\{0,1\}$-solution to an inhomogeneous linear equation in two variables $x_{1}$ and $x_{2}$. Its homogenization is an equation in three variables $x_{0}, x_{1}$, and $x_{2}$. Each $\{0,1\}$-solution corresponds to a vertex of the unit square. In the projective plane, these vertices have the homogeneous coordinates $(1: 0: 0),(1: 0: 1),(1: 1: 0)$, and $(1: 1: 1)$, respectively. In these coordinates, the straight line at infinity is given by the equation $x_{0}=0$. The projective curve is defined by a ternary form (homogeneous polynomial) vanishing at points of the curve.

Theorem 1. Given a square in the projective plane, a straight line L passes through none of its vertices if and only if there exists a cubic curve passing through each vertex of the square, but crossing $L$ only at a point in the straight line at infinity.

Proof. Suppose that the vertices of the square have homogeneous coordinates $(1: 0: 0),(1: 0: 1)$, $(1: 1: 0)$, and ( $1: 1: 1$ ). The projective cubic curve is defined by a ternary cubic form. Vanishing at each vertex of the square, this form is equal to a linear combination of six forms $x_{k} x_{j}\left(x_{j}-x_{0}\right)$, where $k \in\{0,1,2\}$ and $j \in\{1,2\}$. These forms are linearly independent. Therefore, the dimension of the linear space of cubic forms vanishing at each vertex of the square is 6 (see [40]). The dimension of the space of all binary cubic forms is equal to 4 . The restriction of a form to the line $L$ defines a linear mapping $\pi$ from the space of ternary forms vanishing at each vertex of the square to the space of all binary forms. The kernel (null space) of $\pi$ consists of forms vanishing identically on $L$. Each form from the kernel is reducible and is divisible by the linear form $\ell$ defining $L$. Since, by assumption, $L$ passes through none of the vertices of the square, the dimension of the kernel (nullity) is equal to the dimension of ternary quadratic forms vanishing at each vertex of the square. According to [40], these forms are of the type $\lambda_{1} x_{1}\left(x_{1}-x_{0}\right)+\lambda_{2} x_{2}\left(x_{2}-x_{0}\right)$. Therefore, the nullity of $\pi$ is equal to 2 . Hence, the dimension of the image of $\pi$ coincides with the dimension of all binary forms. The mapping $\pi$ is surjective. Specifically, the image of a cubic form $c\left(x_{0}, x_{1}, x_{2}\right)$ from the domain of $\pi$ is the form $x_{0}^{3}$. The equation $c\left(x_{0}, x_{1}, x_{2}\right)=0$ defines a curve that crosses $L$ only at a point at infinity. Moreover, since the nullity is equal to 2 , there exists a oneparameter family of such curves.

This argument relies heavily on the assumption that the straight line $L$ passes through none of the square vertices. Otherwise, the kernel of $\pi$ would contain the product of the linear form $\ell$ and a quadratic form vanishing only at three vertices of the square. Then the nullity is higher than 2 and the mapping $\pi$ is not surjective. Obviously, in this case, the straight line $L$ crosses each curve from the domain of $\pi$ at some vertex of the square. The theorem is proved.

In Theorem 1, the cubic curve cannot be replaced by a conic. Indeed, ternary quadratic forms vanishing at each vertex of the square span a two-dimensional linear space, while binary quadratic forms span a three-dimensional space. Therefore, the analogue of $\pi$ from the proof of Theorem 1 is no longer surjective.

### 3.2. Linear Spaces of Forms

The dimension of the linear space of forms of degree $d$ in variables $x_{0}, \ldots, x_{s}$ is equal to the binomial coefficient $\binom{s+d}{d}$. Consider linear combinations of cubic forms of the type $x_{k}\left(x_{k}-x_{0}\right) x_{t}$. Each such form vanishes at every point with coordinates $x_{0}=1$ and $x_{k} \in\{0,1\}$, where $1 \leqslant k \leqslant n$. The restriction of these forms to the linear subspace defined by the system of equations $x_{j}=\ell_{j}\left(x_{0}, \ldots, x_{s}\right)$, where $s<j \leqslant n$, is a linear combination of forms of two types: either $x_{k}\left(x_{k}-x_{0}\right) x_{t}$ or $\ell_{j}\left(\ell_{j}-x_{0}\right) x_{t}$, where $1 \leqslant k \leqslant s$ and $0 \leqslant t \leqslant s$.

Lemma 2. Given a set of linear forms $\ell_{j}\left(x_{0}, \ldots, x_{s}\right)=a_{j 0} x_{0}+\cdots+a_{j s} x_{s}$, where $s<j \leqslant n$ and all the coefficients $a_{j i}$ are algebraically independent elements of a purely transcendental extension of the field of rational numbers of transcendence degree $(n-s)(s+1)$, if $(s+3)(s+2) \leqslant 6(n-s)$, then each cubic form in the variables $x_{0}, \ldots, x_{s}$ is a linear combination of forms of the type $\ell_{j}^{2} x_{t}$, where $s<j \leqslant n$ and $0 \leqslant t \leqslant s$.

Proof. Let $M$ denote the matrix composed of the coefficients of forms of the type $\ell_{j}^{2} x_{t}$, where the columns correspond to monomials, and the rows, to forms. The total number of forms of the type $\ell_{j}^{2} x_{t}$ must be at least the number of monomials of the third degree, i.e.,

$$
\frac{(s+3)!}{s!3!} \leqslant(n-s)(s+1)
$$

where the left-hand side is the total number of third-degree monomials and the right-hand side is the number of forms of the type $\ell_{j}^{2} x_{t}$. This relation is equivalent to the inequality $(s+3)(s+2) \leqslant 6(n-s)$ from the condition of the lemma. Under this inequality, it suffices to show that the matrix $M$ has a full rank equal to the number of columns.

Consider a square submatrix $M^{\prime}$ of $M$ with the same number of columns and with a set of nonzero entries, one in each row and each column. The determinant of $M^{\prime}$ is equal to the alternating sum of products of entries from the sets with one entry from each row and each column. The purely transcendental field extension is isomorphic to the field of rational functions. The entries of $M^{\prime}$ can be treated as polynomials in the variables $a_{j k}$ ordered according to the order on indices:

$$
a_{(s+1) 0}>a_{(s+1) 1}>\cdots>a_{j 0}>a_{j 1}>\cdots>a_{j s}>\cdots>a_{n s} .
$$

This defines a monomial ordering. In $M$ ' we choose a set of nonzero entries, one in each row and each column, for which the product is maximal under this monomial ordering. This maximum is attained for a unique set of entries of $M^{\prime}$. Indeed, if two distinct sets of this type have equal products of entries, then we can find a third set with a larger product of entries.

Since $a_{j k}$ are algebraically independent, none of their products is equal to a linear combination of other products. Therefore, the determinant of $M^{\prime}$ is nonzero. Hence, the matrix $M$ is of full rank. The lemma is proved.

The elements of the purely transcendental field extension can be identified with functions of independent variables $a_{j i}$. Lemma 2 holds for some sparse matrices obtained by substituting integer values for $a_{j i}$.

Let $n=3$ and $s=1$. We choose $\ell_{2}=x_{0}$ and $\ell_{3}=x_{1}$. The coefficient matrix of cubic forms of the type $\ell_{j}^{2} x_{t}$ is nonsingular, since it is equal to the $4 \times 4$ identity matrix. Since the linear space of binary cubic forms is four-dimensional, this space is spanned by forms of the type $\ell_{j}^{2} x_{t}$.

Let $n=6$ and $s=2$. We choose $\ell_{3}=x_{0}, \ell_{4}=x_{1}, \ell_{5}=x_{2}$, and $\ell_{6}=x_{1}+x_{2}$. The coefficient matrix $M$ of cubic forms of the type $\ell_{j}^{2} x_{t}$ consists of 12 rows and 10 columns. The rank of $M$ is 10 , which coincides with the dimension of the linear space of ternary cubic forms.

Let $n=8$ and $s=3$. We choose $\ell_{4}=x_{0}, \ell_{5}=x_{1}, \ell_{6}=x_{2}, \ell_{7}=x_{3}$, and $\ell_{8}=x_{0}+x_{1}+x_{2}+x_{3}$. The cubic forms of the type $\ell_{j}^{2} x_{t}$ have a square coefficient matrix $M$. Its rank is 20 , which coincides with the dimension of the linear space of quaternary cubic forms.

Lemma 3. Given a set of linear forms $\ell_{j}\left(x_{0}, \ldots, x_{s}\right)=a_{j 0} x_{0}+\cdots+a_{j s} x_{s}$, where $s<j \leqslant n$ and all the coefficients $a_{j i}$ are algebraically independent elements of a purely transcendental extension of the field of rational numbers of transcendence degree $(n-s)(s+1)$, if $(s+3)(s+2) \leqslant 6(n-s)$, then each cubic form in $x_{0}, \ldots, x_{s}$ is a linear combination of forms of the type $\ell_{j}\left(\ell_{j}-x_{0}\right) x_{t}$, where $s<j \leqslant n$ and $0 \leqslant t \leqslant s$.

Proof. By analogy with the proof of Lemma 2, we show that the matrix $N$ consisting of the coefficients of forms of the type $\ell_{j}\left(\ell_{j}-x_{0}\right) x_{t}$ is of full rank. The matrix $N$ is the sum of the matrix $M$ consisting of the coefficients of forms of the type $\ell_{j}^{2} x_{t}$ and the matrix $B$ consisting of the coefficients of forms of the type $-x_{0} \ell_{j} x_{t}$. However, the entries of $B$ treated as polynomials in $a_{j i}$ have a lower degree than the entries of $M$. Therefore, the rank of the matrix $N=M+B$ is at least the rank of $M$. By Lemma 2, the matrix $M$ is of full rank. Therefore, the matrix $N$ is also of full rank. The lemma is proved.

## Algorithm Discussed in the Proofs of Theorems 2 and 3

Input: integers $0<m<n$ and linear forms $\ell_{j}\left(x_{0}, \ldots, x_{n-m}\right)$, where $n-m<j \leqslant n$.
1: The entries of the matrix $A$ are the coefficients of the form

$$
\sum_{t=0}^{n-m}\left(\sum_{k=1}^{n-m} \lambda_{t k} x_{k}\left(x_{k}-x_{0}\right)+\sum_{j=n-m+1}^{n} \lambda_{t j} \ell_{j}\left(\ell_{j}-x_{0}\right)\right) x_{t},
$$

where the rows of $A$ correspond to monomials of the third degree in $x_{0}, \ldots, x_{n-m}$ and the columns of $A$ correspond to the variables $\lambda_{t k}$ and $\lambda_{t j}$.

2: The augmented matrix $B$ is obtained from $A$ by adding a column with 1 in the row corresponding to the monomial $x_{0}^{3}$ and with the other entries being zero.

3: if $\operatorname{rank}(A)=\operatorname{rank}(B)$, then the input is rejected,
4: else the algorithm announces that the choice is uncertain.

### 3.3. Algorithm and Complexity Bounds

Speaking about recognition problems, we propose three possible answers: an input can be accepted or rejected and, additionally, a message is also possible that the choice is uncertain. The answer has to be obtained in finite time without errors, and an uncertainty message can be returned only for a small fraction of inputs (see [12, 15]).

By the computational complexity, we mean the algebraic complexity, which is equal to the number of arithmetic operations with numbers and comparisons of numbers (see [29]). The complexity of executing an individual operation is not taken into account.

Theorem 2. There exists a recognition algorithm with three possible answers and with its input consisting of positive integers $n$ and $m<n$ and a system of $m$ linear forms $\ell_{j}\left(x_{0}, \ldots, x_{n-m}\right)$, where $n-m<j \leqslant n$, that satisfies the following conditions if $(n-m+3)(n-m+2) \leqslant 6 m$ :

- The algebraic complexity of the algorithm is bounded above by a polynomial in $n$.
- If the input is rejected, then the system of equations $x_{j}=\ell_{j}\left(1, x_{1}, \ldots, x_{n-m}\right)$ for indices $n-m<j \leqslant n$ has no $\{0,1\}$-solution.
- If the input is accepted, then the system of equations $x_{j}=\ell_{j}\left(1, x_{1}, \ldots, x_{n-m}\right)$ for indices $n-m<j \leqslant n$ has a $\{0,1\}$-solution.
- For any admissible set of values $n$ and $m$, there exists an identically nonzero polynomial of degree at most $n^{2}(n-m+1)^{2}$ in the coefficients of all linear forms $\ell_{j}$ such that iffor some input the algorithm announces that the choice is uncertain, then this polynomial vanishes for the corresponding set of coefficient values.

Proof. In fact, the algorithm described above checks whether there exist sets of numbers $\lambda_{t k}$ and $\lambda_{t j}$ for which the following two cubic forms are equal to each other:

$$
\sum_{t=0}^{n-m}\left(\sum_{k=1}^{n-m} \lambda_{t k} x_{k}\left(x_{k}-x_{0}\right)+\sum_{j=n-m+1}^{n} \lambda_{t j} \ell_{j}\left(\ell_{j}-x_{0}\right)\right) x_{t}=x_{0}^{3} .
$$

Here, $0 \leqslant t \leqslant n-m$. This check is reduced to solving a system of linear equations for $\lambda_{t k}$ and $\lambda_{t j}$. The total number of variables in the system is at most $n(n-m+1)$. Each equation in the system corresponds to the current monomial of the third degree in the variables $x_{0}, \ldots, x_{n-m}$. Therefore, the number of these equations is equal to $(n-m+1)(n-m+2)(n-m+3) / 6$. Under the inequality from the condition of the theorem, the number of equations in this system does not exceed the number of variables $\lambda_{t k}$ and $\lambda_{t j}$. By the Kronecker-Capelli theorem, a solution exists if the ranks of the two matrices coincide. The augmented matrix is obtained by adding a column with all entries being zero, except for a single one. The rank of the matrix is easy to calculate. Entries of these matrices are polynomials of degree at most 2 in the coefficients of the linear forms $\ell_{j}$. A sufficient condition for the existence of a solution is that the minor equal to a polynomial of degree at most $n^{2}(n-m+1)^{2}$ in the coefficients of the linear forms $\ell_{j}$ is nonzero. By Lemma 3, this polynomial does not vanish identically. The theorem is proved.

If the algorithm from Theorem 2 rejects a system of equations $S$, then it also rejects any system of equations $S^{\prime}$ obtained by adding new equations to $S$.

Comparing Theorems 1 and 2 shows that the condition in Theorem 2 is nonoptimal for $n=2$. In particular, this is associated with the rough estimate of the matrix rank in the proof of Lemma 3.

Theorem 3. There exists a recognition algorithm with three possible answers and with its input consisting of positive integers $n$ and $m<n$ and a system of $m$ linear forms $\ell_{j}\left(x_{0}, \ldots, x_{n-m}\right)$, where $n-m<j \leqslant n$, that satisfies the following conditions if $(n-m+3)(n-m+2) \leqslant 6 m$ :

- The algebraic complexity of the algorithm is bounded above by a polynomial in $n$.
- If the input is rejected, then the system of equations $x_{j}=\ell_{j}\left(1, x_{1}, \ldots, x_{n-m}\right)$ for indices $n-m<j \leqslant n$ has no $\{0,1\}$-solution.
- If the input is accepted, then the system of equations $x_{j}=\ell_{j}\left(1, x_{1}, \ldots, x_{n-m}\right)$ for indices $n-m<j \leqslant n$ has a $\{0,1\}$-solution.
- For any rational number $\varepsilon$ from the interval $0<\varepsilon<1$ and for any admissible values of $n$ and $m$, if all the coefficients of the forms $\ell_{j}$ are independently and uniformly distributed on a set of cardinality at least $(1 / \varepsilon) n^{2}(n-m+1)^{2}$, then the probability of returning an uncertainty announcement is at most $\varepsilon$.

Proof. As in the proof of Theorem 2, we apply the algorithm presented in this paper. There exists an identically nonzero polynomial of degree at most $n^{2}(n-m+1)^{2}$ in the coefficients of all the linear forms $\ell_{j}$ that vanishes on sets for which an uncertainty announcement is returned. By the Schwartz-Zippel lemma (Lemma 1), the probability that this polynomial vanishes is at most $\varepsilon$. The theorem is proved.

## 4. CONCLUSIONS

The inequality from Theorems 2 and 3 has the form $m \geqslant n-\sqrt{6 n-o(n)}$. In the algorithm published in [15], which makes use of quadratic, rather than cubic forms, the counterpart inequality has the form $m \geqslant n-\sqrt{2 n-o(n)}$. Therefore, the new algorithm is applicable under weaker constraints. On the other hand, since the algorithm is based on the computation of a matrix rank, it can be efficiently implemented on multiprocessor computers.

The proposed algorithm fails to ensure a polynomial worst-case computational complexity. However, for many cases, it is much more efficient than exhaustive search. If the coefficients of the linear terms of the equations are positive, then the algorithm proposed by Kuzyurin [13, 14] is more efficient on average. However, the new algorithm can be more efficient in the case of oppositely signed coefficients.

There are various methods for reducing a given system of linear equations to another one having the same number of $\{0,1\}$-solutions. This opens up additional opportunities to overcome the uncertainty of the answer. On the other hand, although we considered only the solution existence problem, binary search can be used to find a $\{0,1\}$-solution, if any. Specifically, the proof that there is no $\{0,1\}$-solution corresponding to the vertex of some facet of the unit cube makes it possible to reduce the number of variables in the original problem. The same is true if the facet is replaced by a pair of symmetrically arranged faces of codimension two lying in a single hyperplane. Following this approach, a combination of different methods can be used at different steps.

The algorithm considered in this paper never accepts its input. However, the number of rejections can be reduced by applying other well-known methods, including Kuzyurin's algorithm. After this, the new algorithm can accept some inputs.

A well-known closely related problem is the NP-complete 3-CNF satisfiability, for which heuristic algorithms and their software implementations are available. Although this problem is also reduced to the subset sum one in polynomial time, the new algorithm probably does not provide any gain for its practically applicable input sizes. However, the new algorithm is applicable to a wider set of its instances. This increases interest in generalizations of the subset sum problem, together with the 3-CNF satisfiability problem.
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