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INTRODUCTION

In recent times, it has been acknowledged that reg-
ulation of gene expression via mechanisms relying on
the formation of RNA secondary structures plays a
significant role. Such mechanisms affect the elonga-
tion of transcription or delay translation, utilizing var-
ious mediators such as the ribosome (in the case of
classical attenuation), a regulatory protein, tRNA, or a
cofactor (in the case of other attenuating regulations)
[1–6]. The mechanisms have been studied mostly with

 

γ

 

-proteobacteria and bacilli [7–12]. New regulators
include T-boxes [9, 15]; riboswitches, identified
recently [4, 5, 13, 14]; and hypothetical regulatory
LEU elements, found even more recently [16]. A
large-scale search for new regulatory elements has
been attempted [17, 18]. The results of such studies
suggest a particular function for hypothetical genes
and provide further insight into bacterial metabolic
pathways [11, 14, 19, 20]. The history of studying
classical attenuation has been described in brief in the
introductions to certain works (see, e.g., [6, 8, 21]).

Studies on bioinformatics in the field include sys-
tematic experimental studies aimed at identifying
well-known and new regulations by means of compar-

ative genomics and a few works aimed at modeling a
regulatory mechanism or its components [22–27].

Some of the above works have employed the
Monte Carlo procedure in modeling the RNA second-
ary structure folding kinetics at the level of
microstates and have posed the problem of modeling
at the level of macrostates [22–24]. In some others,
probabilistic simulation with the Monte Carlo proce-
dure has been used to study the formation of
pseudoknots in the RNA secondary structure [26, 27].
A model of the secondary structure folding kinetics
has been proposed on the basis of earlier ideas [22–
24] and an original technique to improve the operation
of the Monte Carlo algorithm by excluding the repeti-
tion of Markov chain states. Our model utilizes
another, rapid organization of the Monte Carlo proce-
dure, also excluding repetitions. The probability of
antitermination is computed by an explicit equation,
as a sum of two components in [25]. One is the prob-
ability that the ribosome occurs at one of the regula-
tory codons and that an antiterminator is formed at the
moment polymerase reaches a T-rich region. The
other component is the product of the coefficient 0.5
and the probability that the ribosome leaves the stop
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—A model was proposed for the classical attenuating mRNA regulation of gene expression via tran-
scription termination. The model is based on the concept of secondary structure macrostates in the RNA regu-
latory region between the ribosome and RNA polymerase, utilizes resonant equations for estimating the decel-
eration of RNA polymerase by a set of hairpins located in this RNA region, and takes into account views on the
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parameters. To test the model, computations were performed to estimate, in particular, the probability of trans-
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eral regulatory regions of the bacterial genome (as exemplified by 

 

trp

 

E of 

 

Streptomyces

 

 spp., 

 

Bradyrhizobium
japonicum

 

, and 

 

Escherichia coli

 

). Analysis was performed with different values of three parameters isolated as
major ones. The resulting dependences agreed with the available experimental data, including those character-
izing an enzymatic activity as dependent on the amino acid concentration in a culture (e.g., the anthranylate
synthase activity as dependent on the tryptophan concentration in 

 

S. venezuelae

 

). The following possible appli-
cation was proposed for the model. Attenuating regulation is usually predicted on the basis of multiple sequence
alignment, which requires several sequences. With the model, an individual sequence can be analyzed with
proper parameters to generate a concentration–enzymatic activity curve. The curve characteristic of attenuation
or its absence provides an additional argument for the presence or absence of attenuation.
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codon until an antiterminator is formed. The coeffi-
cient 0.5 has been motivated by the idea that either a
terminator or an antiterminator is formed with such
probability in this situation. Further research has been
based on computations according to this equation,
which to us is rather unclear.

We propose a model for classical RNA attenuation
of gene expression via transcription termination as
described in [21, pp. 172–189]. The model is based on
the idea of a secondary structure macrostate existing
in the RNA regulatory region between the ribosome
and RNA polymerase and on the resonance equations,
which determine the rate of RNA polymerase deceler-
ation by a set of hairpins located in the same region.
In addition to defining the macrostate, we attempted to
develop an equation that estimates the rate of RNA
polymerase deceleration by the set of hairpins and,
eventually, by the current macrostate. Another prob-
lem was to simulate the initiation and elongation of
transcription for regulatory and nonregulatory codons.

Like earlier models [22–29], our model depends on
many, rather arbitrary, decisions about how decom-
pose the total process into components; which mathe-
matical apparatus to choose for describing the compo-
nents; which set of parameters to use and with which
numerical values; and how to compare the modeling
results with experimental data, which are scarce as
yet. We think that these difficulties can be overcome
by discussing and comparing the existing models with
each other and with experimental data. It can be
expected that such comparisons will stimulate experi-
ments in the field.

DESCRIPTION OF THE MODEL

 

Definitions of Microstates and Macrostates. 
Transition Rate Constants

 

Let there be, here and from this point on, a fixed
sequence with the four-letter alphabet {A, C, T, G}, be
it a regulatory region of a bacterial genome or an arbi-
trary sequence. For instance, let it be a region starting
from the promoter (if the promoter is known, which is
a rare case) or the ribosome-binding site upstream of
the leader peptide-coding sequence and ending at the
end of the polyuracil tract.

The initial sequence is divided into sections of no
less than 3 nt, which serve as arms of future helices:

 

…

 

a

 

i

 

, …, 

 

b

 

j

 

, ….

 

 The pairing of any similarly sized sec-
tions 

 

a

 

i

 

 and 

 

b

 

j

 

 (which implies hydrogen bonding and
stacking of the corresponding nucleotides throughout
the lengths of sections 

 

a

 

i

 

 and 

 

b

 

j

 

) yields helix 

 

γ

 

i

 

. It is
always implied that helix 

 

γ

 

i

 

 is nonextendable; i.e., the
ends of sections 

 

a

 

i

 

 and 

 

b

 

j

 

 (the arms of helix 

 

γ

 

i

 

) are
flanked by noncomplementary nucleotides and that
the region between the sections (the terminal loop of
the helix) is no less than 3 nt in size. Generally speak-
ing, the model allows any list of initial helices. The

above definition concerns only one of all possible vari-
ants, taking as initial all nonextendable helices that
meet the above requirements for the arm and loop sizes.

All these concepts have been described, for
instance, in [21, pp. 172–189], along with the classical
attenuating RNA regulation of gene expression as
dependent on the concentration of an amino acid (or a
charged tRNA, whose concentration depends on the
concentrations of the corresponding amino acid and
aminoacyl-tRNA synthase).

A hypohelix of helix 

 

γ

 

i

 

 is defined as any nonempty
part  of helix 

 

γ

 

i

 

 that consists of two connected arms
of no less than 3 nt in size. The arms are hereafter
defined as paired regions of a hypohelix or a helix;
their ends are always designated as 

 

A

 

, 

 

B

 

, 

 

C

 

, and 

 

D

 

starting from the 5' end of the initial sequence. A ter-
minal loop is defined as the RNA region located
between the two arms of a hypohelix.

A microstate is defined as a (nonempty total) set of
hypohelices that are nonextendable in the given set
and lack pseudoknots. In this state, no two hypoheli-
ces are adjacent; i.e., 

 

A

 

 and 

 

D

 

 of one hypohelix are not
the neighbor nucleotides of 

 

B

 

 and 

 

C

 

 of the other. In
addition, empty set 

 

∅

 

 is a separate “initial”
microstate. The term nonextendable in a set means
that the arms of the hypohelices of the set cannot be
extended. A pseudoknot is a pair of hypohelices such
that exactly one arm of one hypohelix overlaps the
loop of the other hypohelix (consequently, this arm is
within the loop). The set of all hypohelices that belong
to one helix and are involved in a particular microstate
is termed a subhelix of the given helix in the given
microstate.

For every microstate, each of its hypohelices and
subhelices receives the same ordinal number as
ascribed to the corresponding (nonextendable) helix;
all helices of the initial sequence are numbered in a
prefixed order.

The diagram of a microstate is a common paren-
thetical structure that reflects the arrangement of all
hypohelices in the given microstate, each pair of
parentheses (a chord, according to other terminology)
having the same ordinal number as ascribed to the
helix harboring the given hypohelix, which corre-
sponds to the given parentheses (chord). The paren-
thesis structure reflects the arrangement of hypoheli-
ces according to common rules: several consequent
hypohelices are shown with the same number of con-
sequent parentheses ()(

 

)…(

 

), and the location of hypo-
helix 1 in the loop of hypohelix 2 is shown with
enclosed parentheses 

 

(( )

 

1

 

)

 

2

 

, where the inner parenthe-
ses correspond to hypohelix 1 and the outer parenthe-
ses, to hypohelix 2. Helix numbers can be repeated
many times in a diagram, because many hypohelices
can be extracted from each helix. A diagram is easy to
draw from a microstate, which is in fact a list of paired

γ i
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nucleotides. Yet a microstate cannot be recovered from
its diagram: a diagram reflects only the geometry of
hypohelices, indicating the helix wherefrom a hypohe-
lix can be obtained for every pair of parentheses.

Every set consisting of helices 

 

γ

 

1

 

, 

 

…

 

, 

 

γ

 

k

 

 has a cor-
responding set of realizing microstates: this is any
nonexpandable (in itself) set of subhelices 

 

 

 

⊆ γ

 

1

 

, 

 

…,

 

 

 

⊆ γ

 

k

 

 (exactly one nonempty but not necessarily

connected region  is taken from each helix 

 

γ

 

i

 

) with-
out pseudoknots. As above, adjacent hypohelices (i.e.,
those with the pair of nucleotides 

 

A

 

 and 

 

D

 

 immedi-
ately following the pair of 

 

B

 

 and 

 

C

 

) are combined.

A macrostate is defined as any nonempty diagram.
A diagram is nonempty when it is realized in at least
one microstate. For each microstate 

 

ω

 

 from mac-
rostate 

 

Ω

 

, the diagrams of 

 

ω

 

 and 

 

Ω

 

 coincide.

Bonding energy 

 

 

 

of hypohelix  is obtained by
summing the bonding energy of paired nucleotides over
all consequent nucleotide pairs, using the stacking
energy of bonds between adjacent pairs. Special provi-
sions are made for the stacking of the first and last pairs
of hypohelix  and for the coaxial stacking of ,

which depends on microstate 

 

ω

 

 wherefrom  is taken.
The energy is computed according to a published
scheme with published numerical values [30–33].

For each hypohelix  from microstate 

 

ω

 

, the nucle-
otide number 

 

l

 

i

 

 is determined for the nucleotides that
belong to its terminal loop and are beyond the loops and
arms of other hypohelices of the given microstate. This
parameter, 

 

l

 

i

 

, depends on the microstate and is termed a
length of the terminal loop of hypohelix . At the same

time, hypohelix  is characterized by the total length
of its terminal loop; i.e., the length of the loop is deter-
mined regardless of whether its nucleotides are paired
within other hypohelices in the given microstate. The
total length depends only on the hypohelix  and is

designated as .

By definition, microstate 

 

ω

 

 is characterized by two
free energies: the energy of bonding in hypohelices
and the energy of loops of hypohelices occurring in 

 

ω

 

.
Normalized free energies are considered herein; i.e.,
the energies are divided by the parameter 

 

R

 

 

 

· 

 

T

 

, where

 

T

 

 is 310 K. Consequently, all our equations yield
dimensionless energy values. An example of such an
equation is given below.

As in [30–33], the bonding energy in microstate 

 

ω

 

is computed as

 

(1)

 

where 

 

j

 

 runs over all hypohelices of 

 

ω

 

.

γ 1

γ k

γ i

Eγ j
γ i

γ i γ i

γ i

γ i

γ i

γ i

γ i

l j'

Ghel ω( ) 1
RT
------- Eγ j

,
j

∑=

 

In the case of certain leader regions where attenu-
ation has been predicted by their multiple sequence
alignment and experimentally verified for some
organisms involved in the alignment, Eq. (5), which is
based on Eq. (1), yields an apparently erroneous result
for the probability of a change in macrostate in our
model: the probability of termination does not grow
with increasing concentration (see Results of Model
Computations and Discussion). In view of this, we
propose a more general equation to be used in place of
Eq. (1):

 

(2)

 

Using Eqs. (5) and (2) at 

 

α

 

 > 0, quite conceivable
curves of termination probability were obtained with
our model for the above leader regions. The additional
summand (correction)

includes the parameters 

 

α

 

 and lmax, where lmax is the
length of loop l' such that E(l') is equal to the half its
asymptotic value. In our computations, the most typi-
cal estimates were lmax = 10, α = 0 (in many cases), and
α = 5–10 (in a few cases). The physical nature of the
interaction responsible for this correction is unclear. It
is possible to think about an additional energy of
bonding between the RNA region realizing microstate
ω and some stabilizing molecules or about an energy
of the tertiary structure of this region, e.g., its
pseudoknots and knots. The parameter α seems to be
biologically significant. In particular, this is evident
from our estimates of the cycle of changes in mac-
rostate between two consequent transitions of the
ribosome or polymerase. At α = 0, the macrostate usu-
ally changes from tens to thousands of times in every
such cycle, the number of changes reaching 50,000, or
even more in some cases. The cycle grows appreciably
shorter with increasing α. At α > 10, the macrostate
ceases to change at least once in every cycle, suggest-
ing stabilization of the secondary structure between
consecutive shifts of the ribosome or polymerase. It
cannot be excluded that further refinement of the
stacking and loop energies will obviate the need of
this correction.

The loop energy of microstate ω is computed as

(3)

where i runs over all hypohelices of ω.

Ghel ω( ) 1
RT
------- Eγ j

α
l j'

1
l j'

lmax
--------+

------------------–

⎝ ⎠
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎛ ⎞

.
j

∑=

E l '( ) α l '

1
l j'

lmax
--------+

------------------–=

Gloop ω( ) 1.77 li 1+( )ln B+( )
i

∑ ,=
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This equation agrees well with the extended tables
of the energies of all loops at all li > 2 [31, 33], pro-
vided that B = 6.5 for terminal loops, B = 0 for bilat-
eral protrusions, and B = 4 for unilateral protrusions.
The coefficient 1.77 (Flory parameter) has been justi-
fied in the theory of nonselfintersecting random
migrations [34]. Cases where li ≤ 2 were considered
separately, according to the tables available from [31,
33]. Namely, the following values were taken for the
loop energy: –0.8 (at l = 2) for a bilateral protrusion
and –6.2 (at l =1) or 4.5 (at l = 2) for a unilateral pro-
trusion. Terminal loops of such lengths are excluded
from our model.

Although Eq. (3) is part of a series similar to Edge-
worth expansion, the available experimental data are
insufficient for estimating its senior coefficients as yet.

Transitions between macrostates are classified as
fast and slow. By definition, a fast transition occurs
without changes in the corresponding macrostate. A
slow transition is defined as a transition that changes
the macrostate by exactly one pair of parentheses, that
is, by ±1 chord. Generally speaking, any number of
hypohelices can change upon any transition.

Exact probabilities (hereafter referred to as rates)
of fast transitions from microstate ω to microstate ω'
within one macrostate are unimportant for our model.
It is assumed only that fast transitions within the total
set of microstates ω in the given macrostate Ω lead to
the Boltzmann–Gibbs steady-state probability distri-
bution

(4)

Slow transitions between microstates change the
macrostate exactly by one chord. Their probabilities

p ω( )
Gloop ω( ) Ghel ω( )+( )–( )exp

z Ω( )
---------------------------------------------------------------------= ,

where z Ω( ) Gloop ω( )– Ghel ω( )–( ).exp
w Ω∈
∑=

are described by Eqs. (5) and (6) [28, 29] in our
model. The equations seem physically grounded to a
certain extent: the degradation rate of a hypohelix is
determined by its bonding energy, and the rate of
hypohelix addition depends on how difficult it is to
bring the arms of a future hypohelix close together.

Alternatively, slow transitions between microstates
were described using Eq. (7). We cannot exclude that
the equation for computing the slow transition proba-
bility should be chosen depending on the phylogenetic
group (see Results of Model Computations and Dis-
cussion).

All equations, including Eqs. (5)–(7), and tabu-
lated values are assessed by names and, consequently,
are easy to change in our program. We were aimed, in
particular, at designing a universal computer program
so that the implemented model would follow the logic
described here and any equations could be used for the
regularities suggested. On request at lin@iitp.ru, we
are ready to compute the termination probability p(c)
at any concentration Ò, using an original sequence, the
list of equations numbered here, and the list of explicit
parameter values mentioned here. If an equation or a
parameter is not specified, its default value is used as
described here.

When a slow transition consists in degradation of a
hypohelix, that is, the macrostate is decreased by one
chord upon transition from microstate ω = { , …,

} (where all hypohelices are indicated) to microstate

ω' = { , …, } (where all hypohelices are indicated,

and  = ∅ for particular l and i; i.e., hypohelix  is

in fact absent from ω') with hypohelices  and 
belonging to one helix γl and correspond to one chord,
the slow transition rate is defined as

(5)

γ 1i

γ ki

γ 1i' γ ki'

γ li' γ li'

γ li γ li'

K ω ω '( ) κ Ghel ω( ) Ghel ω '( )–( )exp .=

Numerical characteristics of potentially possible helices and states

Window size,
nt

Mean helices with the arm length Mean
macrostates

Mean
microstates3 4 5 6 >6

10 0.09 – – – – 0.09 0.09

20 1.93 0.55 0.17 0.05 – 2.91 2.92

30 5.48 1.73 0.60 0.38 0.27 17.35 18.31

40 11.02 3.73 1.54 0.68 0.69 105.2 116.4

50 17.89 6.16 2.92 1.00 1.27 501 578

60 24.91 8.42 4.35 1.27 1.80 1981 2325

70 32.15 10.82 5.69 1.59 2.16 8265 9887

80 39.56 13.00 7.04 1.92 2.44 33,713 40,801

90 53.55 17.55 9.18 3.09 3.73 219,097 284,627
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When a slow transition consists in the addition of a
hypohelix, that is, the macrostate is increased by one
chord (the designations are as above), the reverse tran-
sition rate is

(6)

In addition, we considered a variant other than
Eqs. (5) and (6). The rate of either of the two slow
transitions was obtained as

(7)

Compared with Eqs. (5) and (6), Eq. (7) is better
suited to some operons of Gram-negative bacteria,
including the tryptophan operons of Escherichia coli
and some Streptomyces species (see Results of Model
Computations and Discussion). Computations were
performed in two variants for each leader region: one
was based on Eqs. (5) and (6) and the other, on Eq. (7).
The choice of one or several equations for describing
the slow transition rates needs further systematic
investigation by modeling and comparison with
experimental findings.

We took κ = 106 s–1, as recommended in [22–24].
However, interesting results can also be obtained with
κ = 104 or 105 s–1. It would be of interest and impor-
tance to experimentally estimate the correct value of
κ, which is related to the viscosity of the cytoplasm.

Note that Eqs. (5)–(7) were selected so that the
principle of detailed balance is obeyed:

where E(ω) is the energy ascribed to microstate ω in a

particular variant. This explains the coefficient  in

Eq. (7).

When computations with Eqs. (5) and (6) were per-
formed for E. coli, the amino acid concentration
dependence obtained for the termination rate was
apparently incorrect. At the same time, Eq. (7)
allowed a conceivable result (Fig. 1). The results of
the different modeling variants were comparable in
other cases, although Eq. (7) produced better results
as compared with Eqs. (5) and (6) in the case of S. ven-
ezuelae.

Considering the dynamics of a microstate on the
basis of the dynamics of the microstates being real-
ized, only two transitions are possible: a new hypohe-
lix (chord) γ can be added to the current macrostate Ω
or one of the existing hypohelices (chords) γ can dis-
appear from state Ω . An apparent averaging over all

K ω ' ω( ) κ Gloop ω '( ) Gloop ω( )–( ).exp=

K ω ω '( ) κ 1
2
--- Gloop ω( ) Ghel ω( )+( )exp=

---– Gloop ω '( ) Ghel ω '( )+( ) ) .

K ω ω '( )
K ω ' ω( )
------------------------------- E ω( ) E ω '( )–[ ],exp=

1
2
---

microstate pairs ω ∈ Ω , ω' ∈ Ω' yields the following
equation for the transition rate from macrostate Ω to
another macrostate Ω' regardless of whether the initial
macrostate increases or decreases by one hypohelix:

We developed efficient algorithms for implement-
ing individual components in our computer model. In
particular, an algorithm was designed to compute the
above sums without a search through all microstate
pairs. The algorithms will be reported in forthcoming
articles.

Our definitions of the fast and slow transition have
a combinatorial support, which is provided by a state-
ment proved elsewhere [28, 29]. It would be desirable
to distinguish between fast and slow transitions in
terms of constant rate, but such data are lacking as yet.

Statement 1. Let there be two microstates realiz-
ing one macrostate (which is equivalent to isomor-
phism of microstate trees: branches of a tree corre-
spond to hypohelices, which are considered to be
equivalent when belonging to one helix, and the order
of direct descendants of each top is fixed and rendered
isomorphic). Then, within one macrostate, a change
from one microstate to another is possible via a chain
of steps such that no more than two nucleotide pairs
are disrupted or generated at each step. In contrast,
when two microstates belong to different macrostates,
such a chain is impossible between them.

Estimates of polymerase deceleration by a sec-
ondary structure formed in the mRNA region
between the ribosome and RNA polymerase. A
hairpin is defined as a chain of pairs of paired sections
that are linearly arranged in each other’s loops (i.e.,
the corresponding tree is linear), with small protru-
sions between neighbor pairs of sections and an arbi-
trary loop at the end of the chain of pairs. The first pair
of sections is termed the stem of the hairpin. In a hair-
pin, every pair of paired sections (i.e., a hypohelix)
has its loop, including all subsequent pairs of sections,
protrusions, and loops. Note that a hairpin does not
necessarily represent a microstate.

According to experimental data [34–36], the prob-
ability of termination as dependent on the terminator
hairpin size is described by a curve known as a reso-
nant curve in physics. Without discussing the physical
process of interactions between a hairpin and poly-
merase, we used such a curve to describe the rate con-
stant of polymerase jumps as dependent on the RNA
secondary structure. The following naive comment
can be made concerning Eq. (8). Polymerase has a
positively charged region in a negatively charged sur-
rounding, and this region is capable of Coulomb inter-
actions with a negatively charged hairpin. This allows
a picture to arise at a fixed distance r as described by

K Ω Ω '( ) p ω( )K ω ω '( ).
ω ' Ω '∈
∑

ω Ω∈
∑=
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Fig. 1. Expression of E. coli trpE as dependent on tryptophan concentration in (a) E. coli, (b) S. venezuelae, (c) S. avermitilis,
(d) B. japonicum, and (e) S. coelicolor. The estimates were obtained with Eq. (9) (squares) or Eq. (10) (triangles). α = 0 (Figs. 1a–
1d); α = 10 (Fig. 1e). Abscissa, tryptophan concentration c; ordinate, termination probability (c).
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Eq. (8) and its corollary (17): with increasing height h
of the hairpin stem, polymerase deceleration force F
generated by the hairpin increases to a certain maxi-
mum and then again decreases.

Thus, our model assumes that the force F of poly-
merase deceleration by hairpin ω has a meaning of an
efficient decrease in the rate constant of polymerase
movement along the DNA strand and is measured in s–1,
as determined by the following equation:

(8)

where r is the distance from the end D of hairpin ω to
the start of polymerase. The parameters L1, p0, r0, and
δ depend only on the polymerase properties; their bio-
logical meaning is discussed below. The wave number
p depends only on the hairpin. If the RNA region
between the ribosome and polymerase includes sev-
eral consecutive hairpins, which form hairpin set
{ }, the force F(ω) of the effect of this set on poly-
merase is computed as a sum of the forces generated
by every particular hairpin . In turn, the hairpin set

{ } depends on the microstate ω, which is formed on
the RNA region between the ribosome and poly-
merase according to the rule indicated below. Thus,

(9)

where F( ) and the corresponding ri are computed
from Eq. (8). Since Eqs. (8) and (9) include an expo-
nent rapidly decreasing with distance, they are justi-
fied, to a certain extent, by summing with an exponen-
tially decreasing weight, which is common in physics.

At the same time, special consideration is neces-
sary for a telling argument suggesting that only one
hairpin of the set { } interacts with RNA poly-
merase. The principal difference is how to identify the
exact hairpin involved. To consider this argument, we
replaced Eq. (9) in our model and the program by the
following equation, which includes the maximal value
in place of the sum:

(10)

The summand corresponding to the ith hairpin is com-
puted from Eq. (8), taking the distance ri as estab-
lished for the “stretched” sequence; i.e., all hairpins
between hairpin i and polymerase are disregarded. On
other words, to compute ri, only two nucleotides, Aj

and Dj, which correspond to the hairpin ends, are pre-
served from each hairpin j located between hairpin i
and polymerase. Computations were performed in two
variants for each leader region: according to Eqs. (9)
and (10). As a comparison of the results showed, the

F ω( ) δ
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final curve characterizing the termination probability
as dependent on the amino acid concentration does not
appreciably depend on whether variant (9) or (10) is
chosen; yet such a dependence does occur in some
cases. The results obtained with Eqs. (9) and (10)
coincide because one of the summands is dramatically
higher than any other summand in Eq. (9) for all bio-
logical sequences examined. The greatest summand
corresponds to the most massive hairpin among all
hairpins  sufficiently close to polymerase. Yet this
summand cannot be determined formally, which
explains the variant involving Eq. (10). The curves
obtained with both variants are given in Results of
Model Computations and Discussion.

We now determine the magnitude of the action of
F(ω) from an arbitrary microstate ω, on RNA poly-
merase, reducing it to the determination of a certain
hairpin set { }—a root of microstate ω. The diagram
of microstate ω can be expanded in a single way into
a chain of nonexpandable diagrams, each being iden-
tifiable by the presence of a stem, that is, the outer-
most pair of parentheses with the corresponding helix
number. In this chain, hypohelix γi having the outer
ends Ai and Di and ascribed to the outmost parenthe-
ses, corresponds to the ith nonexpandable diagram
(nonexpandable microstate).

By definition, hairpin  starts with hypohelix γi

(i.e., with nucleotide pair 〈Ai, Di〉) and continues along
the RNA region located between Ai and Di in the initial
sequence according to nucleotide pairings in hairpin ω
until a large protrusion (as defined by a certain thresh-
old, which is strictly higher than 2 by default) or a
branching appears in ω, while small protrusions exist-
ing in ω are left unchanged. The regions preceding
this point are taken as the arms of hairpin , and the

internal region is taken as the loop of hairpin .

Then, Eq. (8) is applied to hairpin .

F(Ω) is determined as a mathematical expectation
over all microstates ω realizing the given macrostate Ω:

(11)

The rate constant of polymerase passing from a
nucleotide to the subsequent one is determined from
the following equation:

(12)

It is assumed that δ < . In the case of Eq. (10), this
means that ν(Ω) > 0. The same is true for all calcula-
tions in the case of Eq. (9).
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A principal equation for computing the parameter
p was derived earlier [28, 29], and only the result is
given here. When a hairpin consists of a stem and a
loop, p is obtained from the equation

(13)

where h is the stem height, that is, the number of
paired nucleotides in the stem. When a hairpin con-
sists of several paired sections with small protrusions
between them and an arbitrary loop at the end, it is
possible to assume the following. Let a hairpin con-
tain s sections with heights h1, …, hs; s – 1 protrusions
between them with lengths l1, …, ls – 1; and a loop of
length l. Then

(14)

where h(i) = h1 + … + hi by definition and, conse-
quently, h = h(n) = h1 + … + hn, and  can be obtained
from an equation similar to Eq. (13):

(15)

Since 0 <  < , the multiplier sin2( (i))

increases monotonically with h(i).

Progress of RNA Polymerase along the DNA Strand
Consider the situation where polymerase jumps

from a nucleotide belonging to a T-rich region. When
the 3' end of polymerase, hereafter designated as z, is
on the nth nucleotide, polymerase can jump to the
(n + 1)th nucleotide or leave the nucleotide sequence.
A T-rich region is defined as follows. Nucleotide z is
termed T-rich (within the region) if there is at least one
word containing z in any position that exceeds a cer-
tain threshold (6 by default) in length and a certain
threshold (0.8 by default) in T density. The word may
contain exclusions (i.e., non-T) in any position includ-
ing the termini, and z is not necessarily T. Let us form
all intervals of maximal sizes in a set of T-rich nucle-
otides. Such intervals are termed T-rich regions and
have no overlap.

From the position z = n (ground position), poly-
merase can proceed to position z = n + 1 with the rate

constant  or can undergo a transition into the
excited state n* with a certain rate constant. From the
excited state, polymerase can fall off the sequence
with the rate constant λur or can undergo a reverse
change to the ground state z = n [35]. If the transitions
between n and n* are fast, this scheme of polymerase
movements can be replaced by its average variant: let
the transition from n to n + 1 take place with the con-
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stant β ·  and falling-off take place with the con-
stant (1 – β) · λur, where β is the probability for poly-
merase to occur in the ground state and (1 – β) is the
probability for polymerase to occur in the excited

state. Taking β ·  = ν(Ω) =  − F(Ω), we obtain

(1 – β) ·  = F; i.e., (1 – β) = . Eventually, the

falling-off rate of polymerase is determined as

(16)

Assuming that the above transitions are not necessar-
ily fast, it is possible to derive a more sophisticated
equation, which is still similar to Eq. (16). The ratio

 is a natural parameter and is equal to 4 according

to other authors [35].

This scheme was applied to numerically estimate
the parameters L1, p0, and δ. When a hairpin consists

of one stem with a negligibly small loop, p =  and

(17)

where L2 =  · L1 and h0 = . Obviously, the prob-

ability that polymerase passes from nucleotide n to

nucleotide (n + 1) and does not fall off is . Thus,

the probability differs from unity only in a T-rich
region and only in the presence of hairpins (i.e., when
µ > 0, or, equivalently, F > 0). The probability for
polymerase to perform N movements along a T-rich
region without falling off it is apparently

(18)

These equations can be applied to experimental
data on the termination rate as dependent on the stem
height (i.e., the number of nucleotide pairs h in the
case of an 8-nt uracil tract, N = 7) in E. coli [35–37]:
〈3; 0.2〉, 〈7; 0.8〉, and 〈14; 0.2〉. In these pairs, the first
value is the stem height and the second one is the ter-
mination rate. In the approximation where F is a func-
tion of h and r = 0, F depends on three parameters: h0,
L1, and δ. Hence, we have a system of three nonlinear
equations in three unknowns. Its solution yields

whence it follows that p0 = .
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These numerical values are only tentative and need
refinement; in particular, the phylogenetic group of
the organism should be taken into account.

The r0 value is chosen to be similar to the RNA
polymerase dimension from the RNA exit site to the
transcription site because statistical evaluation of r0
requires additional data.

Progress of the Ribosome along the mRNA Strand

On nonregulatory codons, the rate constant λrib of

ribosome shifting by one codon is taken as λrib =  =
15 s–1. On regulatory codons, the rate constant depends
on the concentration Ò of the corresponding amino acid
according to the Michaelis–Menten equation:

(19)

where c is the charged tRNA concentration, c0 is the
charged tRNA concentration such that the ribosome
moves on regulatory codons at the half-maximal rate

(the maximal rate is  = 15 s–1), and  is the value
of this function at concentration c so high that the
ribosome moves on regulatory and nonregulatory
codons at the same rate.

Since the model should allow comparison with
experimental data and it is unclear how to experimen-
tally estimate c0, we used the following approach. The
amino acid concentration dependence of the charged
tRNA concentration is similarly described by the
Michaelis–Menten equation. Substituting this equa-
tion in Eq. (19) yields a similar equation, where c is
the amino acid concentration in the cell. Yet the con-
centration is measured in a culture, rather than within
a cell, in experiments. Hence, another substitution is
used to obtain the same Eq. (19), where c is the amino
acid concentration in the culture. The corresponding
c0 is the Michaelis–Menten parameter reflecting these
two processes: the effect of the amino acid concentra-
tion in the culture on the amino acid concentration in
the cell and the effect of the amino acid concentration
in the cell on the charged tRNA concentration, which,
in turn, affects the ribosome movement rate on regula-
tory codons. Thus, the constant c0 lacks a direct bio-
logical interpretation. The above reasoning implies
that aminoacyl-tRNA synthases and tRNAs occur in

sufficient amounts. In these three cases,  is the
same and coincides with the rate of translation of non-
regulatory codons.

Ribosome Landing on the Shine–Dalgarno (SD) 
Sequence

As soon as the SD sequence, the start codon (atg or
gtg) of the leader peptide sequence, and additional

λrib

λrib c( ) λribc
c0 c+
-------------,=

λrib λrib

λrib

s0 + s1 nucleotides (the distance between the ribosome
P site and the transcription point) are transcribed, it is
possible for the ribosome to bind mRNA. Let us
assume (keeping in mind that this reasoning only
helps to construct the equation) that in the complex,
the ribosome and charged tRNA act as two arms to
bind, respectively, the SD sequence and the start
codon, and that the mRNA region including the SD
sequence and the stop codon occurs in macrostate Ω.
Hence, transitions are possible between states 〈Ω, fre-
erib〉 and 〈Ω, boundrib〉. The rate constants are desig-
nated as Kin for the direct transition (left to right) and
Kout for the reverse transition. According to the com-
mon rule,

(20)

where K(ω  ω') = κSDexp(Gloop(ω) – Gloop(ω')) and
κSD = 10 s–1. It seems possible to assume that Gloop(ω) =
Gloop(ω'); then, K(ω  ω') = κSD if at least three con-
secutive nucleotides of the SD sequence are open and
the start codon is completely open in microstate ω.
Otherwise, K(ω  ω') = 0.

The reverse transition is characterized by the rate

constant Kout = K(ω' 

ω), where K(ω'  ω) = κexp(Ghel(ω') – Ghel(ω)) and
κ = 106 s–1 is the standard closing rate constant. State
〈Ω, boundrib〉 allows a transition to state 〈Ω, freerib〉 or
a shift of the ribosome to the first (after the start)
codon. As a result of this shift, the ribosome can no
longer be released (until it reaches the stop codon of
the leader peptide sequence and momentarily falls
off), initiation is completed, and transitions are con-
sidered that are characteristic of stable movement,
when the ribosome and polymerase are both associ-
ated with an mRNA strand.

If we neglect multiple events of the ribosome land-
ing on and falling off the mRNA strand, it suffices to
compute the mathematical expectation of the time
between transcription of the start codon and the tran-
sition of the ribosome on the first codon following the
start codon (bound state). This time is

Hence, it is possible to state that, after transcription of
the start codon (and additional 3 + s0 + s1 nucleotides),
a step is possible that consists in the binding of the
ribosome P site with the first codon following the start
codon. The rate constant of this process is
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After this, the ribosome progresses along the mRNA
strand until the stop codon. Modeling of the ribosome
landing is possible only when the transcription start
site is known, because the secondary structure of the
region including the SD sequence is assessable only in
such cases.

DESCRIPTION OF THE MODELING SCHEME

In the case of classical attenuating regulation, the
objective of modeling was to numerically evaluate the
probability of termination p = p(c) as dependent on the
concentration c of charged tRNA (or the amino acid in
the cell) for various biological regulatory regions; sev-
eral other dependences related to p(c) were also ana-
lyzed. To construct the p = p(c) dependence, the pro-
cess considered in our model was iterated a specified
number of times (e.g., 103–104 times, which yielded
much the same results) for every c taken from a grid
with a particular pitch between knots, and p = p(c) was
computed as the portion of cases where termination
takes place. The parameter c0 in Eq. (19) was taken as
unity; i.e., c0 was a unit of measure on the axis c. The
parameter r0 was selected from an interval of 2–8.

There are some experimental characteristics that
can be compared with the modeling results. For
instance, the ratio has been estimated for the probabil-
ities p = p(c) observed at rather high and rather low
concentrations. Plots have been reported for the activ-
ity of an enzyme (e.g., anthranyltransferase) as depen-
dent on the amino acid concentration (e.g., the tryp-
tophan concentration in the culture [37]). A transition
from relative units, which are commonly accepted on
the axes of p(c) plots, to physical units of measuring
the activity and concentration requires separate inves-
tigation. Such plots were compared qualitatively.

For the initial fixed RNA sequence, the current
state of the model is characterized as follows.

(1) There is a window between the ribosome 3' end
x and the polymerase start y. The dimension of the
ribosome from the P site to the 3' end is designated s0
(10–12 nt; 12 nt by default); the dimension of poly-
merase from y, where the RNA strand is released, to
the transcription point is designated s1 (2–7 nt; 5 nt by
default). The transcription point is designated z, and it
is always true that z = y + s1. Within the window, the
secondary structure changes from one macrostate Ω to
another macrostate Ω'. The macrostates include only
helices that overlap the window by both arms or at
least by three nucleotides; i.e., the point in question is
the macrostate in the window (for a current window).

(2) There is list T of (potential) helices overlapping
the window by both arms (at least by the minimal
hypohelix length, that is, 3 nt). This is a trivial compo-
nent of the state in the sense that it is easy to compute
anew for each state, having the initial set of helixes.

(3) There is macrostate Ω , which is also known as
a nonempty diagram or a secondary structure in the
windows.

There is no window until polymerase lands (empty
macrostate). When polymerase has landed and the
ribosome still has not, the window starts at the first
nucleotide of the initial sequence (point 0) and ends at
the current position of the start of polymerase. A non-
empty macrostate Ω consisting of one chord can arise
in the window for the first time. Then, another chord
can be added to the first one or the macrostate can
reverse to the initial empty state, and so on.

One of two possible outcomes is tracked in model-
ing: (1) polymerase falls off at one of the nucleotides
belonging to the polyuracil tract of the initial
sequence or (2) polymerase proceeds throughout the
polyuracil tract.

Initiation of the RNA regulation process (from
the landing of polymerase to the landing of the ribo-
some).

(1) Polymerase binds to the promoter and makes
several steps to achieve the start of the leader peptide
sequence according to the common rules.

(2) As soon as polymerase has transcribed the start
of the leader peptide sequence and additional s0 + s1
nucleotides, the ribosome attempts to bind to the SD
sequence with the rate constant reflecting the depen-
dence on the quality of this sequence and the second-
ary structure covering it. Immediately after the bind-
ing, the ribosome is positioned at the start of the leader
peptide sequence. Two parameters are fixed at this
moment: the left end x of the window at the start of the
leader peptide sequence + s0 and the right end y of the
window at the position currently occupied by the start
of polymerase.

Transitions during RNA Regulation
after the Formation of Window [x, y]

(1) Polymerase shifts rightward by 1 nt, which
increases the window by 1 nt and may extend the helix
list T. Alternatively, polymerase falls off at a T-rich
region.

(2) The ribosome shifts rightwards by one codon.
The window decreases by 3 nt; generally speaking, the
helix list T is reduced; and macrostate Ω changes. The
leftmost parenthesis (with the appropriate right paren-
thesis) is excluded from the diagram of Ω if the corre-
sponding helix is beyond the new list T. The resulting
new macrostate Ω , which can be empty, is fixed in the
current window.

(3) The secondary structure is rearranged; i.e., the
macrostate in the window changes. The window and
the helix list T remain the same.



450

MOLECULAR BIOLOGY      Vol. 40      No. 3      2006

LYUBETSKY et al.

Completion of Modeling
If polymerase falls off at the polyuracil tract, the

modeling is terminated. Otherwise, modeling ends
when polymerase proceeds throughout the polyuracil
tract. If the ribosome fails to shift during a particular
transition, it is possible to fix the period of time before
transition. Such periods are summed throughout the
time until the first shift of the ribosome. The distribu-
tion of the periods contains useful information.

Organization of Transitions during the Modeling
The modeling utilizes the Monte Carlo procedure

in the standard mode. The state is described by the set
〈x, y, z, T, Ω〉. The parameter ς, which reflects whether
the ribosome has landed or not, is included in the
description for the period of initiation and may be
omitted afterwards. The surrounding of the given state
Ω (with the center in Ω) is defined as a set of all states
the transitions from Ω to which are possible with a
nonzero probability. If the surrounding includes n
states and the corresponding transition rate constants
are, respectively, k1, …, kn (let k = ), the state
resulting from a transition (such a state is considered
to be the next state on the given trajectory) is defined

as a realization of the random parameter i  . At

certain steps in modeling, the time before transition is
determined as the time it takes to realize the random
parameter t  ke–kt. It should be noted that the val-
ues of λSD, λrib, λpol, and K(Ω  Ω') often differ con-
siderably in the order of magnitude.

Representation of data in the program implement-
ing our model was a rather nontrivial challenge. It is
necessary for the efficient realization of the above
scheme of transitions that the program keep not only
the set 〈x, y, z, T, Ω〉, but also the total set of
microstates possible for the current window (or at
least for the surrounding of macrostate Ω) together
with the corresponding sets of all possible
microstates. As computations showed, 80% or an even
greater portion of all helices have an arm size of 3–4
nt in any sequence. Hence, the vast majority of poten-
tial macrostates each contain one microstate, while
cases of several microstates occurring in one mac-
rostate are rare. As an example, the qualitative charac-
teristics of typical helices and potential secondary
structures are given in the table, which summarizes
the results of analyzing the leader region upstream of
the S. avermitilis MA-4680 tryptophan operon with
the use of a sliding window of fixed width with subse-
quent averaging of the tabulated parameters over all
different positions of the window.

It is clear that the sizes of the macrostate and
microstate sets grow rapidly with the increasing width
of the window and approaches 1,000,000 at a width of

ki∑

ki

k
----

80–100 nt, while at least 70% of macrostates each
include only one microstate. In view of this, the
description of data in our program is based on the set
of all microstates possible in the current window, and
the microstates are then grouped in macrostates by
similarity of diagrams. We used a four-level combined
linear-list data structure (Fig. 2).

The structure was constructed anew for each
change of the window in the early versions of the pro-
gram, which was quite acceptable for windows up to
40–50 nt in width but dramatically increased the com-
putation time with wider windows. In view of this, in
the final version, the current sets of macrostates and
microstates are not constructed anew after the right or
the left margin of the window shifts. Rather, starting
from a certain threshold width of the window, the sets
are reconstructed from the existing sets. Although
more sophisticated algorithmically, this procedure
considerably improves the efficiency of the program.
As computations showed, the Monte Carlo procedure
with 1000 iterations performed for every concentra-
tion c yields a curve that does not change with increas-
ing number of iterations.

RESULTS OF MODEL COMPUTATIONS
AND DISCUSSION

An initial sequence started from the SD sequence
of the leader peptide region and ended with the end of
the polyuracil tract of the transcription terminator.

As an example, we describe here the results of
computations performed for the anthranylate synthase
genes of three Streptomyces species (S. venezuelae
ISP5230, S. avermitilis MA-4680, and S. coelicolor
A3(2)). An alignment of their 5'-untranslated regions
is shown in Fig. 3 [16]. In addition, the results of com-
putations are described for the trpE anthranylate syn-
thase gene of α-proteobacteirum Bradyrhizobium
japonicum and γ-proteobacterium E. coli. Mass com-
putations will be considered in a forthcoming article.

Analysis of the model and numerical computations
showed that L1, r0, and α are the most critical parame-
ters of the model. Computations were performed vary-
ing these parameters within the ranges specified
above. For F, we used δ = 25. In the cases illustrated
in Figs. 1a and 1b, we used L1 = 14.5, p0 = 0.167, r0 = 2,
the variant with Eq. (7), and α = 0. In the cases shown
in Figs. 1c–1e, we took L1 = 10, p0 = 0.12, r0 = 5, and
the variant with Eqs. (5) and (6); the α values are
given in the figure legends. Both variants of comput-
ing the force F—with Eq. (9) and with Eq. (10)—are
shown in Fig. 1.

The sizes of the ribosome and polymerase did exert
an effect, but this effect was appreciably weaker and
the same for all organisms and genes considered. This
finding made it possible to select common s0 = 12 and
s1 = 5 for all these genes. As for p0, its value should be
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important in principle, but computations showed that
p0 only slightly affects the character of the depen-
dence and mostly shifts the region of termination
probabilities.

The results of computations with Eqs. (9) and (10)
and the above parameters are plotted for each gene in
Fig. 1, with the ordinate showing p(c). In the cases of
S. venezuelae, S. avermitilis, B. japonicum, and
E. coli, we used α = 0. The case of S. coelicolor pro-
vides a different example: computations with α = 0
yielded a strongly descending plot of the termination
probability p(c), and we were forced to use the correc-

tion to Eq. (2) with α = 10. It was difficult to expect
that the model would not work in this case while
working with the two other Streptomyces species,
because the multiple sequence alignment (Fig. 3)
showed that attenuating regulation is equally possible
in all three cases. Moreover, such regulation has been
proved experimentally in the case of S. venezuelae.

In all five cases the following was observed: at low
concentrations of tryptophan, the rate of termination
increased as the tryptophan concentration increased,
while at large concentrations, there occurred satura-
tion and a flattening of the curve. The difference
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Fig. 2. Structure of data characterizing one state in our model.

Fig. 3. Alignment of trpE 5'-untranslated regions of Streptomyces species S. venezuelae ISP5230, S. avermitilis MA-4680, and
S. coelicolor A3(2). The regulatory and stop codons are in bold; the antiterminators are underlined; the terminators are shaded. 
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between the results obtained with Eqs. (9) and (10)
was insignificant for E. coli, S. venezuelae, and
S. avermitilis (Fig. 1). In the case of B. japonicum,
Eq. (9) seemed more preferable than Eq. (10). In the
case of S. coelicolor, Eq. (9) was preferable at low con-
centrations. At higher concentrations, the transcription
termination rate started to decrease, while a near mono-
tonic growth of p(c) was obtained with Eq. (10).

To summarize, we proposed a model of attenuating
regulation and implemented it in a computer program.
The model is based on explicit concepts (as concerns
the description of dependences and the selection of
parameter values) that are accessible for analysis and
strongly formulated. Computations performed for
biological examples with our model yielded results
that qualitatively agreed with experimental findings. A
method was proposed for specifying the parameters
on the basis of the initial data. The computer program
allows a wide variation of the dependences and
parameters used in the model. Based on computations,
we observed that the model is more sensitive to some
parameters and relatively resistant to certain others,
and we obtained numerical estimates both for biolog-
ically informative parameters and for parameters that
are artifactual and are related to the Monte Carlo pro-
cedure. We determined several numerical characteris-
tics that are internal but significant for any model in
the field: the typical arm size, the ratio between the
numbers of microstates and macrostates, the cycles
between two consecutive transitions of the ribosome
and polymerase, etc.

Sequestration (that is, blocking by an RNA hairpin)
of the ribosome-binding site is reflected in our model.
However, this issue will be discussed separately, as well
as allowances for the effect of protein–DNA transcrip-
tion regulation, i.e., the binding of a repressor or activa-
tor protein to DNA close to the promoter. With our
model, we intend to predict the effect of point muta-
tions altering the regulatory regions on attenuation,
including prediction of the evolutionary stability of
organisms. Then the model will be included into a
wider model of the regulation of gene expression and
metabolism in bacteria. In addition, the model has
another application. Attenuating regulation is usually
predicted on the basis of multiple sequence alignment,
which requires several sequences. With our model, an
individual sequence can be analyzed with proper
parameters to generate a concentration–enzymatic
activity curve. The curve characteristic of attenuation
or its absence provides an additional argument for the
presence or absence of attenuation.
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