
THE JOURNAL OF SYMBOLIC LOGIC 

Volume 61, Number 2, June 1996 

ON EXTERNAL SCOTT ALGEBRAS IN NONSTANDARD MODELS OF 
PEANO ARITHMETIC 

VLADIMIR KANOVEI 

Abstract. We prove that a necessary and sufficient condition for a countable set J£ of sets of integers 
to be equal to the algebra of all sets of integers definable in a nonstandard elementary extension of co 
by a formula of the PA language which may include the standardness predicate but does not contain 
nonstandard parameters, is as follows: Z is closed under arithmetical definability and contains (rm' , 
the set of all (Godel numbers of) true arithmetical sentences. 

Some results related to definability of sets of integers in elementary extensions of co are included. 
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Introduction. One of the questions which usually appear in study of definability 
is the question of the nature of the set of all objects definable in the sense of some 
fixed notion of definability. The following two results are well-known: the set of 
all arithmetically definable sets X C co is A} but not arithmetically definable; 
the set of all A} sets X C co is nj but not Aj . More complicated notions 
of definability may lead to independence theorems. For example, the set of all 
analytically definable subsets of co is not analytically definable in the constructible 
model, but is I,l2 in a generic extension of L , see Harrington [1] and Kanovei [3]. 

Nonstandard models of PA lead to notions of definability other than those 
considered in descriptive set theory. 

D. Scott gave in [5] a necessary and sufficient condition for a countable set 
Z C &>(co) to be equal to SAM , the Scott algebra of a PA model M , that is, 
the family of all sets Z C co definable in M by a parameter-free PA formula. 

It is evident that SAM is exactly the collection of all arithmetical Z C co 
provided M is an elementary extension of co . One may, however, extend the PA 
language JS? by an additional unary predicate, the predicate of standardness st 
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interpreted, in all nonstandard models of PA , as being a member of co . (Model 
theoretically, this means that we consider the structure (M; co) rather than M .) * 

Let ESAM , the external Scott algebra of M , denote the family of all subsets 
of co definable in M by a parameter-free formula of the extended language J5?st . 
We give necessary and sufficient conditions for a countable family of subsets of co 
to be the external Scott algebra of an elementary extension of co . 

THEOREM 1. Let Z C &>{co) be countable. Conjunction of the following two 
conditions is necessary and sufficient for there to exist a countable M \= PA, M y 
co , such that ESAM = Z : 

1. Z is arithmetically closed. 
2. Z contains 0 ^ , the set ofall {Godel numbers of) true arithmetical sen­

tences. 

Necessity. The necessity part in this theorem is quite easy. Suppose that Z = 
ESAM for a countable M y co . Condition 1 is entirely obvious: indeed, one can 
distinguish co in M by the predicate st . Condition 2 needs some care. 

Let us fix a recursive coding of finite sets of natural numbers by natural numbers, 
so that Sj denotes the set coded by j . Let T„ be the set of all Godel numbers 
of true (in co) S„ sentences of 5? . Let finally r{J,n) be the J5?st formula 
which says that n is a standard number, J is a nonstandard number, and the 
("hyper" )finite set S = Sj coded by / satisfies S n co — Tn . (To be more 
precise, r is the conjunction of Tarski rules restricted to level E„ and below and 
relativized to co by the predicate st .) Since 0 ^ = \Jn T„ , it remains to check 
that for any n e co there exists J e M such that Sj n co — T„ . 

Notice that T„ is an arithmetical set. Therefore (we use the assumption M >-
co) Tn = X n co , where X C M is definable in M by a formula of S? . We take 
an arbitrary nonstandard H e M , put S = {J € X : J < H} —then S = Sj 
for some J £ M , and note finally that T„ = S n co , as required. H 

Sufficiency. This is the hard part of the theorem. To make every Z € Z 
definable in M by a formula of the extended language, we use a coding system, 
which also gives an instrument to prove a definability theorem similar to some 
definability theorems of Harrington [1] and Kanovei [3] in the domain of ZFC 
models. 

THEOREM 2. Let Z Ceo , n e co . There exists a countable model M (= PA, 
M >- co, such that Z is Z*l

+2 in M but every Y C co, Y G ZJ+1 in M, is 
Z „ + i [ 0 ( o j ) ] . 2 

The author was acquainted with the theorem of Scott by Ali Enayat in September, 1993. Since the 
author had some experience in nonstandard set theories, where the standardness predicate is one of the 
principal notions, the idea to study the definability in the sense of the extended language was found very 
natural. It was soon discovered in discussions between A. Enayat and the author that conditions 1 and 
2 are necessary in this case. The proof of their sufficiency takes much more effort. 

2 By I*' we denote the class of all 5?st formulas having Z„ prefix, followed by a formula composed 
from recursive formulas by & , V > a n d quantifiers 3s t and Vst . See Section 1 below. O'1"' in 
square brackets means that 0'<u' can participate as an extra parameter. 
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Take notice that 0(cu) itself is Af in M; moreover, any Y Ceo , Ye £„+i[0(m)] 
is £jf+1 in any PA model M y co . Thus Theorem 2 tells that a set Z of natural 
numbers can be Z*l

+2 but not Z^+1 in an appropriate PA model M y co unless 
it is essentially simple—belongs to £„ + 1 [0^] . 

Open problem. We would be interested to prove Theorem 2 also in the case 
n = - 1 . A more easy (?) question is as follows: Find a model M, co -< M , 
such that there exists a Hf in M set Z C co which is not arithmetical. (Notice 
that Z e SQ1 in a model M >- co iff Z is arithmetical, and this implies that Z is 
recursive in 0(co) , i.e., A0[0

(£o)] .) 

The proof of both Theorem 1 and Theorem 2 is based on several forcing ideas. The 
first principal idea is to reduce the definability questions from nonstandard models 
to second order structures {co;!?') , where & c com is a countable arithmetically 
closed set. It is proved in Section 1 that for any such set y there exists a Peano 
model M y co such that, for all n > 1 and X C co , X is Yl% in M iff X is 
J}„ in y (in the sense of relativization of all quantifiers of type com to y ). 

This model M is constructed as an ultrapower of the form M = U h v y .where 
^ is a generic in some sense ultrafilter in the algebra of all infinite sets X c co 
arithmetical in some y e J , By a kind of Los Theorem, a consequence of the 
genericity of ^ , definability in M can be expressed in terms of the corresponding 
forcing relation, that is, as 3 X € %? (X forces . . . ) . 

Furthermore it occurs that all forcing conditions force the same parameter-free 
formulas (to prove this we use a system of permutations of the forcing). Thus, 
as long as only parameter-free formulas are considered, expressions " 3 1 e 
'U {X forces . . . ) " can be replaced by " ODD forces . . . ," where ODD is 
the set of all odd numbers. This is how 'U is finally eliminated and the reduction 
to definability in 9~ is made. 

Thus Theorem 2 converts to the following form: find a countable arithmetically 
closed set y C co0' such that Z is E^+2 in y , but every set Y Ceo , 7 e E^+1 

in y , is £„+i[0(ro)] . To define such a set y , we use in Section 2 a E„[0(ra)] 
generic and A„+i [ 0 ^ ] definable function a e 2"' which splits in a natural way in 
a sequence of functions (a)z e 2"' , z € co . In particular a is arithmetically ( Sm 

for all m ) generic, therefore the collection y = y ( a , Z) of all functions y G a/" 
arithmetical in a finite number of functions (a)z , z e Z , does not contain any of 
(a)2 , z £ Z . This allows to obtain a 5^+2 definition of Z in y . 

Second important corollary of the genericity is as follows: y is an elementary 
submodel of 9~{a,co) —the set of all functions y £ co0} arithmetical in a finite 
number of functions (a)z , z £ co—with respect to 5^+1 formulas. This implies, 
in particular, that every Y Ceo of class S^+1 in y is of class Ej,+1 in ^{a,co) 
as well, therefore is Z n + i [0^ ] since the set 9~{a.,co) , unlike y , admits an 
enumeration recursive in 0 ^ . (An enumeration of y would involve Z , that we 
want to avoid.) 

This is how Theorem 2 is proved. To prove the sufficiency part of Theorem 1 in 
Section 3 for a given countable Z = {Z„ : «Gct»},we make every Z„ definable 
by the method used for Theorem 2 at the corresponding level n . 
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§1. Reduction to standard second order definability. We prove in this section that 
for any countable arithmetically closed set !F Ceo01 there exists a nonstandard PA 
model M which satisfies the property that i ? s t definability of subsets of co in M 
is quite the same as definability in & . To formulate this statement correctly, some 
definitions are necessary. The first subsection presents both standard notations, 
included to make the exposition more or less self-contained, and some more special 
definitions related to formulas containing the standardness predicate, taken partially 
from papers on nonstandard analysis. 

Formulas and definability. 

Peano arithmetic. SC is the first order language of Peano Arithmetic PA . In 
particular, 5? is assumed to contain all (symbols for) recursive relations. We shall 
denote natural numbers and the corresponding variables by small Italic letters, sets 
of natural numbers by capital Italic letters, finite sets by u, v, w , with indices and 
primes, of course. Formulas of SP are called arithmetical formulas. 

Ao formula is a recursive formula. 

2„ prefix is a quantifier prefix of the form 3x\ Vx2 3x3 . . . V(3)x„. The 
notion of Hn prefix has similar meaning. S„ formula is a formula of J? which 
has a S„ prefix followed by a Ao formula. The notion of n„ formula has similar 
meaning. 

The standardness predicate. SCst is the extension of 5? by the unary predicate 
of standardness st interpreted in nonstandard models of PA as being an element 
of co , the set of all standard natural numbers. 

We introduce a hierarchy of 3"* formulas. Af is the class of formulas obtained 
from Ao formulas (where st does not occur) by & and V and quantifiers 
3st , Vst which are shortcuts for 3 standard and V standard. 3 For n > 1 , S*1 

formula is a formula of J?s t which has a £„ prefix followed by a A^ formula. 
The notion of Tlf formula has similar meaning. 

The absence of negation is implied by some technical reasons related to the definition of forcing 
below. But obviously -> , would it occur together with the mentioned connectives, could be eliminated 
since the negation of a AQ formula is Ao , too. 
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Thus st may occur in these formulas only through the quantifiers 3st and Vst . 
Take notice that any J?st formula can be transformed to £*' for a suitable n; 
indeed, one can easily convert every quantifier-free formula to AQ by changing 
every occurrence of stx to 3sty (y = x) . 

Definability in nonstandard models. We say that a J?st formula ®(z) , having z 
as the unique free variable, defines a set Z C co in a nonstandard PA model M 
iff it is true for all z e co that z G Z <—> M (= O(z) . 

SAM , the Scott algebra of M , is the collection of all Z C co definable in M 
by an 5? formula. ESAM , the external Scott algebra of M , is the collection of 
all Z C co definable in M by an J?st formula. Parameters, that is, elements of 
M , are not allowed to enter formulas in the definition of SAM and ESAM . In the 
case when M is an elementary extension of co , SAM is equal to the collection of 
all arithmetical Z C co , but may be not equal when co -fc, M , as it follows from 
the theorem of Scott [5]. On the other hand, Theorem 1 tells that ESAM cannot 
be equal to the collection of all arithmetical sets provided co -< M; indeed, 0'™' 
is not arithmetical. 

We say that a set Z C co is 2*' in M iff Z is definable in M by a Ej;1 

parameter-free formula. Then ESAM = |J„ {Z C co : Z is E*1 in M} . 
Second order formulas and definability. Sometimes we shall admit second order 

variables and parameters; this means that expressions a(t) , where a a type com 

object or variable, may enter formulas as terms. Formulas obtained this way are 
called analytical. Greek letters are used to denote elements of com and variables 
over com . 

7Ll
n prefix is a quantifier prefix of the form 3 a\ V«2 3 013 ... V (3) a„ 3 (V) m . 

The notion of Ilj, prefix has similar meaning. I], formula is a formula which has a 
l}„ prefix followed by a Ao formula (where free variables of type com may occur). 
The notion of Ilj, formula has similar meaning. 

Assume that & C com . We say that <D , an analytical sentence having, perhaps, 
natural numbers and elements of & as parameters, is true in & , & |= O in brief, 
if and only if O is true provided all quantifiers of the type cow are relativized to 
& . In other words, this reflects the definability in the 2nd order structure {co; 5F) . 

A set X C co is Y}n in 9~ iff there exists a Sj parameter-free formula which 
defines I in J . 

Reduction to standard systems. Let co<m = {s^ : k £ co} be a fixed once and for 
all recursive enumeration of the set co<m of all finite sequences of natural numbers. 
Let ss k be the J?st formula which tells that Sk has infinitely large length and 
Sk(l) is standard for all standard / . 

Let M >- co be a fixed nonstandard PA model. We recall that 

SS[M] = {sK\co : K G M & M \= ssK) 

is the standard system of M . Thus SS[M] is a subset of co03 , countable whenever 
M is countable. The following lemma shows that analytical definability in SS[M] 
can be reduced in a level-to-level way to ^ s t definability in M . 

LEMMA 3. Let n > 1, and X C co be l}n in SS[M]. Then X e 2^ in M . 
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PROOF. Let us say n = 3 . There exists a (parameter-free) 1,\ formula O(x) 
of the form 3 a V/? 3y Vm <p(x,m,a,/3,y) , where <p is Ao , which defines X 
in SS[M], that is, X = {x e w : SS[M] j= <D(x)} . Let ¥ (* ) denote the ^ s t 

formula 

3a \/b 3c [ssa & [ss& —• ssc & Vstm y?(x,m,sa,S4,sc)]], 

so that A" = {x e co : M (= *F(x)} by definition. The formula in the outer square 
brackets is (easily transformable to) AQ , as required. H 

It is an essentially more difficult problem to obtain a reduction in the opposite 
direction. Perhaps this even cannot be done in the most general case because there 
is no idea why the construction of an arbitrary nonstandard PA model M can be 
completely traced in SS[M] . 

THEOREM 4. Let & be a countable arithmetically closed subset of coco . There 
exists a countable PA model M y co such that, first, SS[M] = & , and second, 
for any n > 1 and X C m , X is EJ in M if and only if X is £* in & . 

PROOF. The required model M is constructed as an ultrapower of the form 
UhV^" where *% is a nonprincipal ultrafilter in the algebra 

S = {U C co : the characteristic function of U belongs to &} (1) 

of all subsets of co arithmetical in some y € & . 

Generally speaking, the truth in M = Ult̂ -S*" depends on the ultrafilter ^ . 
Thus % has to be eliminated from the truth definition in M . To get rid of ^ , 
we define this ultrafilter as a generic ultrafilter via a sufficiently symmetric notion of 
forcing. 

The ultrafilter and the model. 

• Sm{ — { U e S : U is infinite and coinfinite} . 
• A set 9 C SM is dense iff V U e <Sin[ 3 V e 9 (V C U) . 
• A set 9 Ceo1 x&~k is &~-definable iff it is definable in the structure (co;&~) 

by an analytical formula in which elements of ff may occur as parameters. 
This notion extends on sets 91 C co1' x !Fk x Sm via characteristic functions. 

• An ultrafilter ^ C <Smf is 9~ -generic iff it nonempty intersects every dense 
.T-definable set 91 C SM . 

The collection of all f? -definable sets 9s is countable; therefore 9~ -generic filters 
exist. Let "U be a fixed fF -generic ultrafilter henceforth. 

We let M denote the ultrapower UhV(,y) . 

It is asserted that M satisfies the requirements of Theorem A. 

First of all the ordinary Los theorem holds because both 9~ and S are arith­
metically closed. Hence M is an elementary extension of co . However to verify the 
other properties of M we need to exploit the genericity of 'U . This investigation 
is based on the corresponding notion of forcing. 
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The forcing. We are going to force sentences related to the truth in ultrapowers 
of a> obtained as factors of the set & via an ultrafilter (say, V- ) in the algebra 
Smt. Elements of the algebra are considered as forcing conditions. 

Let, for a £ co , a_& 9~ be defined by a[i) = a for all i . 

Let SC^ISF] denote the extension of the language .S?st by elements of & 
as parameters of the natural numbers' type. (Standard natural numbers a are 
represented by the constant functions a .) 5f[^] has the same meaning. 

The notation I ^ ] , n ^ ] , A ^ ] , A0[5H (classes of .S?51^] formulas) 
has the same meaning. Formulas in these classes are called prenex. Obviously, for a 
prenex formula <5 , there is a certain uniquely denned way to convert the negation 
-i <J> (which is not a prenex formula unless O is Ao ) to prenex form. Let <J>~ 
denote the result of such a transformation. Thus if, say, O is a 1% formula then 
O - is a n ^ formula. 

Let finally <1> be an . S f ^ ] formula, i e co . By Of;'] we denote the SP 
formula obtained by changing every j e f which occurs in O to y(i) . 

DEFINITION 5.. The forcing relation U fore <I>, where U G <Sm{ and <J> is a 
prenex £fst[^] sentence, is introduced as follows. 

1. Let <I> be a A0[^"] sentence. We define U fore O iff <!>[;] is true for all 
but finite number elements i G U . 

2. U fore O & ¥ iff U fore <J> and U fore ¥ . Similarly for V • 
3. V fore 3sta O(a) iff 3a G co U fore O(a) . 
4. U fore Vsta O(a) iff Va G co U fore O(a) . 
5. U fore 3 a O(a) iff there exists y e J such that U fore ®(y) . 
6. Let O be a II*1 [9~] formula, n > 1 . Then £/ fore O iff none among 

sets V CU , V e SM forces <D" . H 

Thus, in particular, items 2, 3,4 cover the AQ case while the last two items extend 
the definition to S j and n*1 , « > 1 . 

To formulate the assertion which presents the connection between truth and 
forcing in this setting, one more definition is necessary. Let O be an %%\&~\ 
formula. By [O] we denote the result of changing every y e 9~ occurring in O 
by [y], the class of 'U -equivalence of y in M . Thus [O] is an £?st formula 
having, perhaps, elements of M as parameters. 

THEOREM 6 (Forcing Los Theorem). Let O beaprenex 3'st[Sr] sentence. Then 
[fl>] is true in M if and only if there exists U G 'U such that U fore O . 

This is an ordinary application of forcing technique. However the manner how 
we introduced fore (especially items 2, 3, 4) needs to verify several general facts 
associated with forcing in this setting. 

LEMMA 7. The forcing of AQ1[^"] formulas is Aj in 9~. For n>\, the forcing 
of 2^[^"] or W£[&"\ formulas is respectively Zj, or H\ in &~. 

PROOF. Thus the following is asserted. Given, say, a Ej;1 formula ( n > 1 ) 
<J>(ai ,...,cik), there exists an analytical 1}n formula 0>*{£,,y\,. • • ,yk) , such that, 
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for all yu ..., yk £ & and U £ SM, 

UtmeO{yu...,yk) iff P |= **(*£/, y i , . . . ,yk), 

where hv denotes the characteristic function of U . 

This can be easily proved by induction on n . -\ 

We say that U G S[n{ decides <D iff either U fore O or U fore <J>~ . 

LEMMA 8. Let ^ be a prenex J2fst[&~] sentence, and U £ 'U . There exists 
V £ It, V C U , which decides ¥ . 

PROOF. The set of all V £ <Sm{ which decide *P is ^"-definable by Lemma 7. 
We shall verify that it is dense. The density is quite obvious in the most elementary 
case of Ao[^"] formulas *F , and easily goes on by induction on n . It remains to 
carry out the case of A " ^ ] sentences. 

Let *P be such a sentence. Let Qf a\,..., Q% am be an enumeration of all 
quantifiers 3st , Vst , occurred in Y . It is assumed that the variables a, are pair-
wise different and none of them coincides with some other free or bounded variable 
occurring in *¥ . Let <&{a\,...,am) denote the A0[^"] formula obtained from *F 
by dropping all the quantifiers Qf; thus if, say, *F is 3sta [ip{a) & \/stb y/(a,b)] , 
where <p and y/ are Ao[^"] , then O is ip(a) & y/(a,b) . 

It is easy to see that any V G eyinf which decides every formula 0(a\_,..., am) , 
a\,..., am £ co , will also decide *F . Therefore, we have to prove the following: 
if U £ Sin{ and Q>{au ...,am) is a A0[^] formula then there exists V £ SM , 
V C U , such that, for all a\,..., am G co , V decides 0 (o^ , . . . , am) . 

This is being demonstrated in the case m = 1; the general case is quite similar. 
Let Ua = {i £ U : <&(g)[i]} for all a G co; every Ua belongs to S . A 
decreasing sequence Va, a G co , of infinite subsets of U is defined the following 
way. First V-\ = U . Let Va_x be already defined. If the set V'= Fa_, f\Ua 

is infinite then we put Va = V; otherwise we set Va = Va_\ \ Ua . Then Va 

decides O(a) . 

We finally define V = {ia : a £ co} where ia is the least element of Va greater 
than ia-\ . It can be easily seen that V G c£mf since S is arithmetically closed; 
on the other hand, V decides every 0(a ) because V \ Va is finite. H 

PROOF OF THEOREM 6. The proof goes on by induction on the construction of the 
formula $ . Assume first that 0 is a Ao[^"] sentence. Since the standardness 
predicate does not occur, we apply the ordinary Los theorem and obtain: 

[O] is true in M if and only if {i : 0[i]} G "it. 

It remains to refer to item 1 of Definition 5; indeed, if U £ % and U' differs from 
U in a finite number of elements then U' £'2t as well. 

Let <I> be a AQ[^"] sentence, say, 3sta Vstfc tp(a,b) , <p being Ao[^"] . Assume 
that some U £ 'U forces $ . By definition and by what has been proved in the 
case Ao[^] , this implies 3a £ coVb £ co M \= [(p](a, b) , because evidently [a] , 
the class of 'U -equivalence of q^ in M , is identified with a . Thus M (= [O] . 
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Assume that none of U £ % forces O . By Lemma 8, there exists U £ % which 
forces O" . We conclude that M \= [O - ] , as above. This completes the As^[^] 
case. 

Let O be a 2^[^"] sentence 3 a ¥(«) . If some U 6 V forces $ then 
by definition and the induction hypothesis we obtain PF(y)] for some y G & , 
therefore [¥]([>>]) , and then [<D] itself, in M . If [<D] is true in M then [^{y)] 
is true in M for some y £ & , and the induction hypothesis can be applied again. 

Let finally O be a ITj1^] sentence. If [<&] is true in M then [®~] is false, 
therefore by the hypothesis, none of U G % forces the Ejf [.?"] sentence <D~ . 
Then some U G % forces O by Lemma 8. Conversely, let U £ % force <D . 
Assume that, on the contrary, [<&] is false in M . Then [O-] is true, therefore 
there exists V £ <U which forces O - . Then V = V n U G ̂  and V C V , 
therefore F' forces ®~ . On the other hand, V C {7 , a contradiction with the 
definition of C/ fore O . H 

PROOF OF THEOREM 4—THE FINAL VERIFICATION. 

Part 1. We prove that SS[M] , the standard system of M , is equal to & , as 
required by Theorem 4. 

First let a e 9~ . We recall that {sk : k £ co} is a recursive enumeration of all 
finite sequences of natural numbers. The function y defined so that sy^ — a |7 
for all / , belongs to 9~ since this set is arithmetically closed. On the other hand, 
S[y]\co = a . 

Let, conversely, y G & be such that a = S[y]\co G cow; we have to show that 
a € &r . Let us consider s7(a) = b as the A0[^"] formula O in the AQ casein 
the proof of Lemma 8. Then, as it was demonstrated there, the set of all V G Sm{ 

which decide every formula sy (a) = b , a, b G co , is dense. Therefore, by the 
genericity of ^ , there exists U G % which decides every formula sy (a) = b_. 
Then, by Theorem 6, 

a (a) = fc <—> C/ fore sy(g_) = ^ 

for all a, b . We conclude that a is arithmetical relatively to U and y by 
Lemma 7, so that a G 9~, as required. 

Part 2. To complete the proof ofTheorem 4, we consider an arbitrary set Y C co . 
If F is l}n in ,y for some n > 1 then 7 is Z*1 in M by Lemma 3. Let, 
conversely, Y be Z" in M; therefore, Y = {y e co : M \= 0(y)} for a 
parameter-free Z*' formula O . We shall prove that Y is l}n in & . The first 
step is quite evident: by Theorem 6, 

Y = {y G co : 3 (7 G V {U fore O(j))} . 

To get rid of 11 in the right-hand side, it suffices to demonstrate that all U G aS'inf 

force, generally speaking, the same parameter-free formulas. This is based on a 
system of automorphisms of the forcing. 

Let n G & be a bijection co onto itself. We set 
nU = {n(i) : i £ U} for all U C co ; 
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(ny){n{i)) = y{i) for all i € co and y S cow , so that ny € com . 
For any ^fst[^] formula O , let 7tO denote the result of changing every y which 
occurs in O to ny . 

ASSERTION. For n e 9~ and U € <£inf, U fore <J> if and only if nil fore rcO . 

PROOF. Both Sm{ and ^ are closed under the action of n . -\ 

Let ODD denote the set of all odd numbers; evidently ODD € Sin{. 

COROLLARY. Let U e <Sm{ and <J> be a 2'st[3r] formula which contains only 
functions g_, a € co , as parameters. Then U fore $ if and only if ODD fore <1>. 

PROOF. Let n € & be a one-to-one map co onto itself such that nU = ODD . 
We apply the assertion, having in mind that, by the restriction related to parameters, 
7t<J> coincides with O . H 

Therefore, Y = {y £ co : ODD fore ®(y)} . By Lemma 7, 7 is a Ej, set in 
5F , as required. This ends the proof of Theorem 4. -\ 

§2. Making a set of integers definable. This section ends the proof of Theorem 2. 
Theorem 4 reduces the question to the following form: given a natural number n 
and a set Z Ceo , find a countable arithmetically closed set !F C a>ro such that 

(a) Z is 2^+2 in ^ ; and 
(b) any set Y Ceo , Ye Z j + 1 in > " , belongs to Z„+i [0(co)] . 

Generic functions. The construction of y is based on a version of arithmeti­
cal forcing of Feferman, see Hinman [2] for details. Here follow several relevant 
definitions. 

• Seq = 2<a> is the set of all finite sequences of zeros and ones. 
• A function a e 2m is T generic, where T is a definability class, if and only 

if, given a set DC Seq, Z> 6 T , there exists s 6 Seq , 5 c a , such that 
either s e D or there are no s' £ D satisfying s C s' . 

• a is arithmetically generic iff it is 2m generic for all w . 

Some additional notation is necessary. 

• ri, p = 2' (2; + 1) - 1 , the "arithmetical pair". 
• (C)n(O = Urn,r) for all t,£com and n, i e co; so that ({)« e a/" . 
• Let a e 2m . We define, for any W Ceo , 

9~{a, W) = {y £ com : y is arithmetical in a finite number of functions (a)z, z 6 
W) . 

The required set 9~ will have the form & = 9"(a,Z) for a S„[0'ro'] generic 
function a of class A„+i[0^'] . The next lemma explains how Z will be defined 
in 9~{tx,Z) . 

LEMMA 9. Assume that a e 2m is arithmetically generic. Let z G co and 
Z C co . Then (a)z 6 &~{a, Z) if and only if z € Z . 
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PROOF. The "if" part is obvious. To prove the "only if" part, assume on the 
contrary that z g Z but (a)z e 9" , so that (a)z = F((a)Z),..., (a)Zm) where 
z\,...,zm e Z and F is an arithmetical function. Then a belongs to the meager 
arithmetical set {a' £ 2<° : (a')z = F((a')Zl,..., (a')Zm)} , which contradicts the 
genericity. H 

This lemma is in connection with the easy part of the proof of Theorem 2; it will 
only remain to compute accurately the level of definability of Z implied by the 
lemma. The other part, that is, property (b), needs much more effort. There are two 
principal ideas involved in the proof. First, it occurs that ZF{a,Z) is an elementary 
submodel of 9~{a,co) with respect to all Z^+1 formulas, so that we can prove (b) 
in 9 (a, co) , getting rid of Z , which is a great relief. Second, we exploit the fact 
that 9~(a,co) admits an enumeration simply expressible in terms of 0 ^ and a, 
and thus reduce the analytical definability in !F(a, co) to arithmetical definability 
with 0 ^ ' as an extra parameter. This is approximately how the proof will go on. 

Now we come to details. It will take some space to present the arithmetical 
forcing, the key technical tool in this section. 

The forcing. We shall force formulas of &' , the extension of 5? , the language 
of PA , by the constant a for a generic function and free variables (but not 
quantifiers) of type of' . These variables can be replaced by elements of of as 
parameters. AQ , l,'m , and Yl'm will denote the naturally introduced classes of 
S?' formulas. Formulas which belong to these classes are called prenex in this 
section. 

DEFINITION 10. The forcing relation s fore (p is introduced; here s € Seq while 
if is a prenex S?' sentence which may contain elements of cow as parameters. 

1. Let if (a) be a Aj sentence. We set s fore p(d) iff ip(a) is true for all 
a £ 2m such that s c a . 

2. s fore 3iip(i) iff there exists i e co such that s fore ip{i) . 
3. Let O be a TL'm formula, m > 1 . Then s fore O iff none among 

s' e Seq , s' D s , forces O" . H 

As above, for a prenex formula <I>, 0~ denotes the result of straightforward 
transformation of -i O to the prenex form. 

The following well-known properties of the forcing are included with proofs to 
make the exposition self-contained at this point. 

PROPOSITION 11. Let <b{a,y\,...,%) be a parameter-free 2* formula, n>\. 
Then the set S® = {{s, y\,..., yk) € Seq x {co'°)k : s fore 0 (d , y\,..., %)} w 

PROOF. It suffices to prove that S® is Ai (that is, Ao ) in the case when O 
is a Aj formula; the general result expands then automatically by induction on 
Definition 10. Thus let <S>{a,y) be a Aj formula. Let, for s e Seq, s e 2OJ 

be the extension of s by infinitely many zeros. Let <J>+(5, y) be the formula 
which tells that <S>{S,y) is "true" and only the values 5{k) with k < doras 
(that is, values of s itself) participate in the computation of the truth value of 
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<b{s,y) . Let 0~(s,y) tell the same but with "false" instead of "true". Then first 
j e 5$ <—• W D s -> (b~~(s',y) , which gives a 111 definition of S® (both 
0 + and $ ^ are Ao formulas). On the other hand, a Si definition can be given 
by 

i e S j <—> 3k>domsVs' e2k [s Cs'—• ®+(s',y)]. 

The direction <— is obvious. The opposite direction can be easily proved using 
the Konig lemma. H 

COROLLARY 12. Let a G 2M be a £„[£] generic function {or arbitrary, if n = 0 ), 
and C € wffl. Then for any m <n and a closed Z'm[C] formula <I>, there exists 
s c a swc/! ?Aa? e/f/jer s fore <J> or J fore <1>~ . 

PROOF. Only the case m = n = 0 , that is, when no genericity assumption is 
made, does not follow immediately from the lemma. However if <J>(d) is a Ej 
(that is, Aj ) formula (where some £ G coa may occur as a parameter) then the set 
{a : 5>(a)} is open and closed in 2m , which easily implies the required fact. H 

The following principal lemma connects the truth of 5? formulas having a 
generic a G 2W as a parameter with the forcing of S' formulas by initial 
segments of a . 

LEMMA 13. Let a be a £„[£] generic function (or arbitrary, if n — 0 ) , where 
C G (om . Let <p(a,£) be a Z'n,[Q formula, n' < n + 1 . Then <p(a,£,) is true iff 
some s G Seq, sea , forces <p(d,Q . 

PROOF. The proof goes on by induction on n' . The case n' = 0 is evident: 
the set of all a satisfying ip{a,C) is open and closed. To carry out the step, let 
n' — m + l , m <n . Let tp{d,C,) be the £^+1[£] formula 3 A; y/{k,d,Q , where 
y/ is a Tl'm [Q formula. 

Assume that <p{a,C) is true. Then y/(k,a,C) holds for some A:, so that the H'm 

formula y/~{k,a,[,) is false and, by the induction hypothesis, none among s c a 
forces y/~(k,d,£) . By Corollary 12, there exists s c a which forces y/(k,d,C) . 
Therefore s fore y>(d,£) by definition. 

Conversely assume that some s c a forces ip(d,£) , that is, forces y/(k,d,£) 
for some k . We prove that y/{k,a,C) is true. Assume on the contrary that 
-i y/{k,a,£,) , that is, y/~(k,a,C) • Applying the induction hypothesis, we obtain 
some s' c a which forces y/~(k,d,C) • One may assume that s C s' since s 
also is expanded by a . Thus we have a contradiction because s fore y/{k,d,C) • ^ 

Reduction to arithmetical truth. We first prove a technical assertion which reduces 
the truth in 9~{a, Z) to the truth in &~(a, Z") , where Z" C Z , at the cost of 
introduction of the Z \ Z" -part of a as an extra parameter. 

Let a e 2W . If Z = {z\,..., zm} C co is a finite set, z\ < • • • < zm , then 
we define a/Z = j5 G 20} by (/?),• _i = (a)z, for i = 1 , . . . , m , and (/?),-{k) = 0 
for i > m and all k . If Z = {z, : / e o } C w is infinite, z, < z,+i for all 
/ , then we define /? = a/Z G 2™ by (/?), = (a),, for all i . Thus in both cases 
9r(a/Z,co)=3r(a,Z) . 
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The lemma deals with analytical definability in sets like F{a,Z) , including the 
case when functions which do not belong to &~{a, Z) are admitted as parameters. 
This is well defined, but we must be careful in this point to avoid nonlegitimate 
use of a rule of quantifier transformation from descriptive set theory which may be 
incorrect with respect to definability in sets like 3~{a, Z) . 

In particular, the idea that a formula of the form: Sj, prefix + arithmetical 
formula is itself l}„ becomes, in general, wrong. This is the reason for the following 
definition. 

• £+' formula is an analytical formula of the form 

3y^y23y^yA • •• 3(V)y„ V(3)k 3(V)m <p, 

where <p is a Ao formula. 

In descriptive set theory this would be Ej, , of course. 

LEMMA 14. Let <]>(£,y) bea l}n formula. Thereexistsa Z+1 formula Q'(a',£,y) 
such that, if a £ 2W is arithmetically generic, Z' C Z C co , and Z" — Z\Z', 
then for all y £ co and £ £ co<° : F(a,Z) \= <J>(C,y) iff 9~{a,Z") \= 

PROOF. The case n = 0 is elementary, so assume that n > 1 . We exploit 
the fact that & = &{a,Z) can be "modeled" inside Sr" = 9~{a,Z") . Let 
co x co x Seq — {(kp,lp,tp) : p e co} be a recursive enumeration. For x e com , 
we put RT = {{kp, lp, tp) : x{p) = 1} . Let, for all /? e 2W , 

{ / , if / i s the unique / e co such that 3 f c fi {{k, I, t) £ Rr) 

0, if ^3\l[3tCp({k,l,t)£Rx)]. 

ASSERTION 15. &~(a, Z) - {yT,a/w> : r £ 9~(a, Z") & w' C Z ' is finite} . 

PROOF. Since !F = ^{a, Z) is arithmetically closed, we have yTi/? e SP for all 
T, p £ & . Let, conversely, y £ iF , that is, y is arithmetical in some a/w , 
w C Z being finite. Let to' = to n Z ' and w" = w n Z" . We observe, 
applying Proposition 11 and Lemma 13, that there exists an arithmetical set R C 
co x co x Seq x Seq such that 

y{k)=l ^ 3t' c a/w' 3t" ca/w"((k,l,t',t") £ R) 

for all k,l.5 The set R" = {{k, I, t') : 31" C a / w " ({k, I, /', ?") e i?)} is equal 
to some RT , T £ 9~" , because 5 r " is arithmetically closed. Then y = yx<ajw> , 
as required. H 

Coming back to the lemma, we let <b'(a',£,y) denote the formula obtained 
by changing every quantifier Qy ... y ... of type co" in <I> to QfimteM C 

4 Generally speaking, it is not assumed that f e 9"{a, Z) or a/Z' € 9~{a, Z") . 
5 Basically i? expresses forcing for an arithmetical definition of y from a/w . We first observe 

that a/w is arithmetically generic, and then divide every t c a/w which may force something about 
a/w onto two parts, the one related to a/w' , and the one related to a/w" , thus getting R . 
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co Q T . . . yta'iu . . . . Then, by the assertion, & |= Q>(C,y) if and only if 
9-" |= <V(a/Z',C,y) , for all C, y • 

Finally, it is asserted that O' is a S+1 formula; more exactly, Q>' can be 
transformed to a S+1 form equivalent in 3r" . To avoid very long formulas, let 
n = 2 (the general case does not differ much), so that O is 3y\ Vy2<p(yi>V2>C, y) , 
where cp is Si . There exists a recursive set C C Seq3 x co such that 

<p(yi,72,C,y) *—• 3(^1,^2 ,0 [C(5 i , 5 2 , f , y ) & ii C y\ & s2 C y2 &t C £ ] • 

Let us consider what happens when we replace the variables y,• , z = 1,2, by 
terms yT,,0'/tt, . By definition the relation yT,a"(k) = I is a propositional com­
bination of Si and 111 formulas having t,a",k,l as variables. Hence the 
relation s c yT,a'/u is a S2 formula with variables s, x, a', u . Thus one may 
treat <p{yn,a>/Ul,yT2,a>/u2^,y) asa S2 formula with variables a',xUT2,uuu2,C,y • 
However, Q/(a',£,y) is 

3 n 3 W e « , C ffl Vr 2 VfirateH2 C ffl ^ f e , , , , - / ^ ^ - / ^ , ^ ) , 

so that, after the obvious inclusion of «, in T, , we obtain a S j 1 form for <&' . H 

Mainly Lemma 14 will be used in Section 3. However a special case, Z" — 0 , 
enters the reasoning right now. We assume that 

• Aoo = {xj : d e co} is a recursive in 0 ^ , the set of (Godel numbers of) 
true arithmetical sentences, enumeration of the set A^ = { all arithmetical 
T e co03}. 

LEMMA 16. Let Q>(C,y) be a S], formula. There exists a S„+2 formula <p(0^ , 
a, £ , y) such that for any arithmetically generic function a e 2 " and all y G co 
and C &coa , we have !F(a,co) (= <b(C,y) if and only if ip(0M,a,C,y). 

PROOF. Let <J>'(o!, C,y) be the S+1 formula guaranteed by Lemma 14; in partic­
ular, in the case when Z' = Z = co and Z" = 0 —then !?{a/Z", co) = AM , we 
obtain: !F(a,co) \= ®(£, j ) iff AM (= <J>'(o:, £ y) for all y, C, , and arithmetically 
generic a . 

It remains to replace every quantifier Q T . . . r . . . of type of in O' by 
Qd ... Xd ... . The obtained formula ip(0^w\a,C,y) is S„+2 since the S+1 

formula <&' contains actually (n + 2) quantifiers, in particular, n of type 
of and two of type co . O^ appears via the recursive in 0 ^ enumeration 
Aoo = {trf : d e co} . -\ 

It turns out that in the case when it is assumed that C £ &{pt> co) , one can save 
two levels of definability lost in the last lemma by a more serious use of 0 ^ as an 
extra parameter. In addition to the notation introduced above we put 

• dd:p = yTdtp for all d € co and fi £ cow . 

Then !F{a.,Z) = {5d,a/w : d 6 co & w C Z} for all Z C co and arithmetically 
generic a , by Assertion 15 in the case Z" = 0 . 
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LEMMA 17. Let 0>{8,y) be a l}n formula. There exists a S„ formula <p{Q^w\a 
,d,w,y) such that for any arithmetically generic function a G 2W , a finite w C co , 
and y, d e co , we have tFipt^co) \= <t>(8dta/w,y) ifandonlyif <p(§(m\a,d,w,y). 

PROOF. Let as above ®'(a,<5, y) be the E+1 formula given by Lemma 14, so 
that y(a ,co) \= <b(S,y) iff Aoo |= 0'(a,<S, j ) for all S G co<° , y G co , and 
arithmetically generic a . Let, e.g., n=2; then O' is 3y\ Vy2x¥'{y\,y2,a,8,y) , 
where *f" is arithmetical. Therefore, if S — 8d,a/w , then we have y (= 0(<5,y) iff 

3^1 V d2x¥'(jdi,T:d1,<x>dd,aiw>y) • 

Let ^ , ^ r o j , ( a ) be the formula ^"(Trfl,Td2,a,<5d|Q/u„^) where rrfl and TJ2 are 
replaced by their arithmetical definitions and dd,a/w = yzd,a/w is also replaced by 
its arithmetical definition; thus y/dxd2dwy{cx.) is an arithmetical formula with a as 
the unique variable. 

Let pdididwyis) denote the formula s fore -> t//did2dwy{o) , arithmetical by Propo-
si t ionll ,and #{s,d\,d2,d,w,y) its Godel number. We observe, using Lemma 13 
and Corollary 12, that provided a is arithmetically generic, y G co , and 8 = 
$d,a/w G co"' , we have ^{a,co) \= ®{d,y) iff 

3di Vd2Vm[#{a\m,dud2,d,w,y)gO{co)]. 

Notice that # is a recursive function. Therefore the displayed £2 formula can be 
taken as <p 

This reasoning would not go on in the proof of Lemma 16 unless we suppose that 
a is arithmetically in £ generic and replace O ^ by C'm' . This is, however, more 
than we can afford; actually this would mean that the set 2? in Theorem 1 is closed 
under the operation £ 1—> £^ , which is, generally speaking, not assumed. 

Absoluteness. The already obtained results allow us to apply the forcing technique 
and prove the principal absoluteness lemma. 

LEMMA 18. Let W C co be an infinite recursive set, n G co . Then 

I.If a isa 'Ln[0^] generic {arithmetically generic in the case n =Q)function 
then !F{a,W) is an elementary submodel of y ( a , co) with respect to all 2^+1 

formulas with parameters in y (a, W). 

2. If £ G co0J, a isa E„+2[0^m\C] generic function, then y ( a , W) is an 
elementary submodel of !F{a,co) with respect to all l}n formulas with parameters 
in &~{a,W) and £ as an extra parameter. 

PROOF. Part 1. Let <S>(8) be a 2^+1 formula having some 8 — 8d,a/w € 
y ( a , W) as parameter; w C. W being a finite set. We assume that <b{8) is 
true in y (a, co) and prove that it is true in y (a, W) , too. 

Let (piO^, a, d, w) be the J.n+\ formula which Lemma 17 in the y -free case 
gives for <$> , so that y (a ' , co) f= 0 ( ^ a / / r o ) iff ip(0M,a',d, w) , for all arith­
metically generic a ' , in particular, ip{0^c}\a,d, w) is true. By Lemma 13 some 
s G Seq , s c a , forces (p(0fc°\a,d,w) . Let / = doms . One may without any 
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loss of generality assume that w c I = {0,1,...,/ — 1} (otherwise take a bigger 
part of a as s ). 

The next step is to define a generic function a' which also expands s , does not 
change a/w , and sees W the same way as a sees w . 

CLAIM. There exists a E„[0^] generic {arithmetically generic in the case n = 0) 
function a' G 2W such that s c a', a'/w — a/w , and 5F{a',co) — ^{a, W). 

PROOF. Step 1. Let u = l\ W = {z\,..., zm] . By the genericity of a andrecur-
sivity of W , there exists an m -element set v — {x\,..., xm) C W , min v > I , 
such that {a)x. \l = (a) , |7 for all i = 1 , . . . , m . The function a" e 2°' defined 
by 

• (a")Xj = aZi and {a")Zj = aXj for all i , and 
• {a")y = ay for all y £ u U v , 

satisfies the same genericity condition as a does, (a")/t = (a)k for all kew — 
therefore a/w = a"/w , s C a" , and 9~{a, W) = &{a", W") , where W" = 
WUu\v . Finally, / = {0 , . . . , / - 1} C W" —the real aim of this step. 

Step 2. Let n be the order preserving one-to-one map W" onto a>; take notice 
that n is equal to the identity on / because / C W" , and n is recursive since 
W" is recursive. Again the function a' € 2W defined by (a')„ = («")*(„) (that 
is, a' = a"/W" ) satisfies the same genericity condition, s <z a' , a'/w — a/w , 
and 9r{a',co) = &{a", W") . H 

We come back to the proof of the lemma (Part 1). Let a' be given by the claim. 
Then yj(0^, «',</, w) is true by Lemma 13, therefore 9~{a',a>) \= Q}{Sdai/w) by 
the choice of (p . However <5^„'/ro = S^a/W = 8 and ^{a!',cai) = 9"(a, W) by 
the choice of a1, and we are done. 

Part 2, The reasoning differs a bit from the proof of the first part. Assume that 
O(<5,0 is a Y}„ formula, 3 = 8d,a/w € !F{a, W) , w C W is finite, £ e (ow 

arbitrary. We assume that &{a,a)) |=0(<5, £) and prove that 0(<5, £) is also true 
in 9~(a, W) . 

The new point in the proof is getting rid of 8 since otherwise we cannot imply 
the genericity. Let *F(0(<u),a,C) be the formula 0(<5djQ/u),£) ( 0(w) enters via the 
definition of (5^^ which depends on zj , a recursive in 0 ^ element of 2m , d 
and io are considered as fixed parameters). Therefore <S>(S,C) <—> Y ( 0 ^ , a , £ ) 
in both ^"(a, Ŵ ) and 3r(a,co) . The method of elimination of terms used in 
the end of the proof of Lemma 14 allows to treat Y ( 0 ^ , a , C ) as a Z+1 formula, 
therefore as 5^+1 formula. 

Let tp{Qh\a,C,) be the £„+3 formula guaranteed by Lemma 16 in the y -free 
case. (The triple of variables 0^°' , a , C is treated as a single variable in the 
application of Lemma 16.) Therefore, ip(0^w\a,C) is true. 

The remainder of the proof is quite the same as in the proof of Part 1. H 

It turns out that the hypothesis that W is recursive is not essential. 
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COROLLARY 19. Let ZCco be any set containing all odd numbers, neco. Then 

1. If a is a S„[0^^] generic (arithmetically generic in the case n=0) function 
then y(a,Z) is an elementary submodel of ^{a,co) with respect to all l}n+l 

formulas with parameters in 9~{a, Z). 

2. If C £ com , a is a S„+2[0^^,C] generic function, then &~(a,Z) is an 
elementary submodel of 9~{a,co) with respect to all l}„ formulas with parameters 
in ^(a,Z) and C, as an extra parameter. 

PROOF. We set Z(/) = {k e Z : A: is odd or k < / } ; so that every Z(/) is 
recursive and infinite6 subset of Z and Z = (J;6cu Z(l) , that implies !F{a,Z) = 
U/eco &~(a> Z(l)) • To complete the proof apply Lemma 18 for W = Z(l) for all 
/ and use the model theoretic elementary chain lemma. H 

Part 1 of the corollary will be used right now to prove Theorem 2, Part 2 will be 
applied in the next section, for the proof of Theorem 1. 

PROOF OF THEOREM 2. Let n e co and a set Z C co be fixed; one may assume 
without any loss of generality that Z contains all odd numbers. As mentioned 
in the beginning of this section, it suffices to prove the existence of a countable 
arithmetically closed set & C a>m satisfying conditions (a) and (b). 

Using a universal £„ [0^ ] set in the case n > 1 , and a AitO^] set universal 
for all arithmetical sets in the case n = 0 , we obtain a function a£2™ which is : 

(A) A„ + 1 [0^] , and 
(B) S„t0'ro'] generic (in particular arithmetically generic)—in the case when 

n > 1 , and arithmetically generic—in the case n = 0 . 

It is asserted that 9~ = 9~{a, Z) is the required set. 

FACT 1. ?F satisfies (a), that is, Z is £J,+2 in & . 

PROOF. First of all we prove that O ^ € Aj in !F . Indeed, let \\(tp) denote the 
Godel number of an arithmetical formula if . Let 

T„ = {\\((p) : ip is a true 5* or n,t sentence, k < n}, 

so that 0(w) = \Jneai T„ , and T„ € 2<° be the characteristic function of Tn . There 
exists a single arithmetical formula, say t(n,z) such that, for any n, t(«,t) is 
true iff T = T„ . (Roughly, t says that the set of sentences {<p : T(\\(IP)) = 1} 
satisfies the Tarski conditions at the level n and below.) On the other hand, every 
T„ is arithmetical, so r„ G & since 9~ is arithmetically closed. Therefore 

^ ) £ 0 W ^ ^ F\=3r[t(n,T) &T(b(<p)) = \], 

and 0^m) e S| . A n} definition can be obtained the same way.7 

6 This is precisely the point where we need Z to contain all odd numbers. Of course ODD could 
be replaced by any infinite and coinflnite recursive set. 

7 We conclude, using also Lemma 3, that, for any PA model M y co , O^ is Af in M . By 
the way this implies the necessity part of Theorem 1. 



EXTERNAL SCOTT ALGEBRAS IN NONSTANDARD MODELS OF ARITHMETIC 603 

We now prove that a is Ax
n+l in & . Notice that a e A„+i[0^] by the 

choice of a . To shorten notation, let n = 2 . Then a is A3[T] where x is the 
characteristic function of 0 ^ . Therefore there exists a recursive set C Cco4xSeq 
such that 

a(k) = l <—• 3a\/b3s[C(k,l,a,b,s) & s Cr]. 

The occurrence of s C i can be replaced by a S{ formula. This proves that a is 
S3 in !F . Therefore a is A3 in & , as required.8 

Finally, Z = {z € co : 3y € 2a V7 [y(l) = (a)z(/)]} by Lemma 9, which can 
be easily converted to a Z^+2 definition of Z in ^ . H 

FACT 2. ^" satisfies (b), ?Aaf is, every Y C co , Ye I,ln+1 in SF , belongs to 

2„+I [0 ( M ) ] . 

PROOF. Corollary 19.1 implies Y e E*+1 in ^{a,co) . Therefore Y is l„+i[0(ffl) 

a] by Lemma 17 in the S -free case, so that Y = {y : <p(0((u),a, j ) } for a S„+i 
formula <̂  • To eliminate a , we use Lemma 13 and obtain: 

y£Y <—• 3s ca[s fore <p{GH,a,y)] 

for all j • Therefore Y is £„+i[0(£°)] since a e A„+i[0^ra^] and the forcing for a 
given Z*+1 formula is Z„+i , see Proposition 11. H 

This ends the proof of Theorem 2. H 

§3. External Scott algebras. The goal of this section is to prove the sufficiency 
part of Theorem 1. Thus, we fix a countable set Z = {Z„ : n e co} C 3P{a>) 
satisfying conditions 1 and 2 of Theorem 1. By Theorem 4, it suffices to find a 
countable arithmetically closed set fF Ccom such that 

(i) Every Z„ is analytically definable (that is, Y}m for some m ) in & , and 
(H) Every set K C o analytically definable in & is equal to some Z„ . 

The principal idea is as follows. We make every Z„ coded, by the method similar 
to the one used to prove Theorem 2, precisely at the level n +1 of the construction, 
thus avoiding a diagonal argument which might cause trouble if all Z„ had been 
defined at a certain fixed level. 

The set 9~. This idea needs a special sequence of functions a" e2m containing 
functions of different levels of genericity and definability, which is to be introduced 
first. 

• Let f„ € 2 " be the characteristic function of Z„ ,and C<„ = (Co> • •-,C«-i) • 
• Assume that a" e 2m is defined for all n . We put a<n = (a0,..., a"'1) . 

We define then a^n e 2ro by the equalities: (a-")rm,z-. = (a"+ m)z for all 
m, z . (We recall that rm, z~> = 2m{2z + 1) - 1 .) Then 

{(a*")*} = {(a")z : p > n & z € « } . 

8 Here type o quantifiers cannot be compressed to one type CD" quantifier (which would imply 
that a is even A} in & ) by the usual laws of quantifier transformation in descriptive set theory, since 
the law which would be involved here depends on the countable choice, perhaps, false in 9~ . Instead 
of this we replace every type co quantifier, say, 3x ... x ... by 3)> . . . y(0) . . . . 
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LEMMA 20. There exists a sequence {a" : n £ co) of functions a" £ 2m satisfy­
ing the following conditions: 

1. a" £ A„+3[0M,C<n, a<n] for all n . 
2. a~" is 'L„+2[0^o}\(<n, a

<n] generic for all n. 

PROOF. We start with several technical definitions. We recall that Seq = 2<m . 

• For U C co , Seq[t/] is the set of all functions s : u —> Seq , having 
a finite u C U as the domain, and ordered the following way: s < s' iff 
doms C doms' and s(«) C s'(n) for all n 6 doms . 

• Seq is Seq[a>] . Seq[> n] is Seq[{m : m > «}] . 
• For s G Seq , s[> n] is the restriction of s to {m £ doms : m > n} . 

s[> " ] , Seq[> n] etc. have similar meaning. 
• s[k] = s(k) for k G doms; s[k] = A (the empty sequence) for k g" 

doms . 
• We say that s £ Seq decides & set S c Seq iff either s £ S or none among 

s ' e S satisfies s C s' . We say that s e Seq decides a set S C Seq iff 
either s e S or none among s ' e S satisfies s < s' . 

The construction of functions a" goes on by steps. Each step v e co defines a 
number rv > rv-\ and adds a finite group of functions am , rv_i < m < rv . 

At the beginning, r_i = — 1 . 

Let v £ co . We assume that all functions am , m < n — rv_\ , have been 
defined so that condition 1 of the lemma holds, that is, am £ Am+T,[0<-"'\ C<m, a<m] 
for all m < n , and condition 2 holds in the local form: every am, m < n , is 
£m+2[0(c°),C<m,a:<m] generic. We show how a number rv > n = rv^\ and a finite 
sequence of functions aj , n < j < rv , can be added to those already defined to 
decide a certain set S C Seq . 

Let v = rm,kn = 2m(2k + 1) - 1 , so that m < v . Let {Sm(k') : k' £ co} be 
an enumeration of all I,m+2[0(-a'\£<m,a<m] sets S C Seq , fixed at the first step v' 
such that v' — rm,kn for some k' . The set S = Sm(k) is to be decided at the 
step v . The reasoning is based on the following fact: 

CLAIM. Assume that m<n and S C Seq[> m] is a I,m+2[0(w\C<m,<x<m] set. 
Then there exists s G Seq[> m], deciding S and such that $[j] C a' for all j , 
m < j < n . 

PROOF. The proof goes on by induction on n — m . That is, we prove the claim 
in the case m = n and then demonstrate how the case of m, n follows from 
m + 1, n . 

Thus let first m = n . The set S = {s G Seq : 3 s £ S (s[«] = s)} is obviously 
£«+2[0^, C<«.o-<n\ , therefore by the genericity of a" some s £ Seq , s C a" , 
decides S . 

Case 1 : s £ S . Let this be sertified by s G S . Then s decides S and satisfies 
s[n] = s C a" , as required. 

Case 2 : none among s' £ S expands 5 . We define s G S by doms = {«} 
and s(n) — s . It is asserted that none among s ' e S satisfies s < s' , so that s 
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decides S . Suppose on the contrary that, s ' e S and s < s' . Then s' = s[n] G S 
and s c s' , a contradiction. 

We now carry out the induction step. Thus it is assumed that m <n . The set 

T = {t G Seq[> m] : 3s G S (s[m] c am & t = s[> m])} 

is obviously 2 m + 3 [0^ ,C< m + i ,a < m + 1 ] , even 2m + 2[0^,C<m,a< m + 1] .therefore, by 
the induction hypothesis, there exists t G Seq [> m] which decides T and satisfies 
t[j] C aj for all j , m < j <n. 

Case 1 : t e T . Let this be demonstrated by some s G S . Then s decides S 
and satisfies s[j] c a' , all j — m,..., n , as required. 

Case 2 : none among t' G T satisfies t < t' . The set 

S = {s G Seq : 3s G S (s[m] = s & t < s[> w])} 

is I,m+2[0(-cu\£<m,a<m] . Therefore there exists s G Seq , s c am , deciding S . 

Case 2.1 : s e S . Let this be demonstrated by s G S; then t' = s[> m] G T 
and t < t' , a contradiction with the Case 2 assumption. 

Case 2.2 : none among s' G S expands J . We define s G Seq[< m] by 
s(m) = s and s[> m] = t . It is asserted that none among s' e S satisfies 
s < s' —so that s decides S and is as required. Assume, on the contrary, s' G S 
and s < s' . Then s c s' = s'[m] and s' G S , a contradiction with the Case 2.2 
assumption. H 

We return to the proof of the lemma. Let s G Seq[> m] be given by the claim, 
that is, s decides S = Sm(k) and satisfies s[j] c a' for all j = m,...,n . We 
put rv = 1 + max {«, max dom s} . For every j , n < j < rv , let aj G 2W be 
an arbitrary l,j+2[0^a'\C<j>a<j] generic function of the class Ay+sP)^, £</,£>!<;'] 
which expands s[y] . This ends the step v . 

It is asserted that {a" : n G co) is the required sequence. Condition 2 of the 
lemma is guaranteed by the construction. Thus we have to check that every a-m 

is Zm + 2[0HC<„,,a< m] generic. 

Evidently it suffices to prove that, for any Sm+2[0(co', C<m, a<m] set S C Seq[> 
m], there exists s G Seq[> n] which decides s and satisfies s(y') C aj for all 
j G doms . To get such s , let S = Sm(k) , v — rm,k~l, and n — rv_i . By the 
construction at the step v , a certain s G Seq[> m] decides S and satisfies, first 
s[j] C a' for all j = m,...,n , and second s[j] c aJ for all j = n + 1 , . . . , rv . 
It follows that s[J] c a•' for all j G dom s , as required. H 

PROOF OF THEOREM 1. Thus let (an : new) be a sequence of elements of 
2W satisfying conditions 1 and 2 of Lemma 20. In particular, every a" is the 
characteristic function of some Z G Z by condition 1 and the closure properties 
of 5" . We put, for all n and z , 

an
: = (a")z,so tha t{< : n,z£a>} = {{a^°)k : k G co} . 
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Then we put Z'n = {2z : z € Z„} (J ODD , where ODD = {all odd numbers} . 
To make every Z'n (therefore every Z„) definable, we put 

F={yefflf f l : y is arithmetical in a finite number of functions a", 

n e co and z G Z^}. 

FACT 1. For all n , both Zn and a" are analytically definable in 9~. 

PROOF. First, by the definability properties of functions a" , a" is analytically 
definable in & as soon as ZQ, ...,Z„-\ and a0,.. .,an~x are analytically de­
finable in & . Furthermore, Z'n = {z e co : 3y {y = a")} in & by Lemma 9 
applied to a-n . Therefore, Z'n is analytically definable in fF as soon as a" is 
analytically definable in & . After this remark, the proof goes on automatically by 
induction. H 

FACT 2. Let Y C co be analytically definable in 9". Then Y G Z . 

PROOF. Let Y be, say, E ^ , in & . We are going to prove that Y is arith­
metical in 0(ra), f<„, <*<", a" . This would imply 7 e 3" by the closure properties 
of the set Z and the definability properties of the functions am . 

To reduce definability in & to definability in a more convenient set, we define 

^i ={ y g cora : y is arithmetical in a finite number of functions a™, 

m>n andz G Z^}. 

Lemma 14 implies that F is £],[£<„, a<n] in ^i . Then we set 

&2 ={ y € com : 7 is arithmetical in a finite number of functions a™, 
m > n and z arbitrary }. 

Since o^n is 'Zn+2[0M,C<n,a
<n] generic, Corollary 19 (Part 2) implies that Y 

is ZitC<„,a<n] in &2 , too. We finally put 

9~i ={y £ com : y is arithmetical in a finite number of functions a", 

z arbitrary }. 

Corollary 19.2 again implies that Y is ?}„[[,<n,a
<n] in ^ 3 . We observe that 

y3 = ^(a",co) in the sense of Section 2. Thus 7 is I„+2[0
(<u), £<„,<*<", a"] by 

Lemma 16, as required. H 

This ends the proof of Theorem 1. H 
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