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Abstract—We consider the problem of finding a binary solution to a system of linear equations modulo three.
In the case where the number of equations is less than a sufficiently slowly growing function of the number of
variables, a new polynomial-time algorithm is proposed to recognize the existence of a binary solution to such
a system. The algorithm is based on the note that, if the coefficient matrix contains nonzero columns propor-
tional to each other, then the elimination of the corresponding variables preserves the property of having no
binary solution to the system. In particular, every system of two equations in five variables permits the elimi-
nation of some variables that preserves the property of having no binary solution to the system. Based on these
results, we propose an errorless heuristic algorithm, which is implemented in the Python programming lan-
guage. The NumPy library is used to represent matrices and perform basic operations. The input is the aug-
mented matrix of the system. The empirical runtime estimate is calculated using the implementation. It is
experimentally shown that the algorithm is more efficient for sparse systems of equations. Obviously, the
binary search method can find a binary solution to the system when one exists. This observation opens up the
possibility of its practical use, in particular, for solving problems of mathematical biology.
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1. INTRODUCTION
Let us denote the field of residues modulo three by

. The elements of  are denoted by num-
bers from set . Operations in this field are addi-
tion and multiplication modulo three, in particular,
both expressions –1 and 1/2 are equal to element 2.
We consider systems of algebraic equations over the
field . In this paper, a polynomial-time algo-
rithm is proposed for a special case of the problem of
incidence of a subspace and points with coordinates
from set {0, 1}. This problem is considered computa-
tionally difficult in the worst case. In contrast to [1, 2],
here, we consider systems of fewer equations.

The proposed algorithm is implemented in
Python. Due to the availability of libraries such as
NumPy, which are used in this implementation to rep-
resent matrices and perform basic operations, Python
provides a good tradeoff between development veloc-
ity and performance.

Systems of algebraic equations over a finite field
admit geometric interpretation. Since the 19th cen-
tury, many finite geometries that use only finite num-
bers of points and lines have been proposed [3, 4]. In

each of them, any statement about the mutual
arrangement of points and lines is resolvable, because
the complete enumeration of a finite number of vari-
ants is feasible [5, 6]. However, the computational
complexity can be high, which explains the impor-
tance of finding special cases computable in polyno-
mial time. On the other hand, calculations over finite
fields often prove less difficult than calculations over
the field of rational numbers because, over a finite
field, the length of each coefficient of equations is lim-
ited [7].

Over the field , each affine line has exactly
three points. An affine plane corresponds to the Hesse
configuration [8]. On this plane, there are 9 points and
12 lines. In the three-dimensional affine space, there
are 27 points, 117 straight lines, and 39 planes. Each
pair of distinct points defines one straight line, and
each straight line can be defined by three pairs of
points. Therefore, in the -dimensional affine space,
there are  points and  lines. Due to
duality, the -dimensional projective space contains

 points and the same number of hyper-
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110 ZVERKOV, SELIVERSTOV
planes. Therefore, in the affine space, the number of
hyperplanes is .

A solution to a system of equations in which the
value of each variable belongs to set {0, 1} is called the
(0, 1)-solution or the binary solution. Recognizing the
existence of a (0, 1)-solution to a system of linear
equations over  is an NP-complete problem.
However, for a single equation, this problem is easy to
solve: only a linear equation of form  has no (0,
1)-solution, whereas every linear equation that
depends nontrivially on two or more variables has one.
Moreover, the problem of finding (0, 1)-solutions can
also be solved in polynomial time for systems with a
fixed number of linear equations. For instance, we can
use the reducibility of the problem over  to a
similar problem over the field of rational numbers, for
which many algorithms were proposed. The descrip-
tions of these algorithms can be found in [9, 10].
In contrast, we consider systems in which the number
of equations is bounded not by a constant but by a
monotonically increasing function of the number of
variables. Geometrically, the problem consists in rec-
ognizing the incidence of a subspace and vertices of a
cube. The decomposition of an NP-complete problem
into several NP-complete and low-complexity prob-
lems is consistent with recent results [11].

Probabilistic algorithms are also used to solve sim-
ilar combinatorial problems [12]. The distribution of
sums of random (0, 1)-variables was considered by
Yashunskii [13]. The distribution of entries in matrices
of a given rank over a finite field [14], as well as the dis-
tribution of ranks of random matrices with a given
number of nonzero entries [15, 16], was also investi-
gated. The ratio between the number of nondegener-
ate matrices and the number of all matrices over the
field  decreases monotonically with increasing
order ; however, above the asymptotic value [17], it is
equal to the product

On the other hand, the so-called generic algo-
rithms or errorless heuristics are discussed, which give
correct answers on a large number of inputs among
inputs of a given length and satisfy easily verifiable
constraints. However, such an algorithm may return a
warning about its inapplicability. In any case, the algo-
rithm is errorless. The formal definitions can be found
in Rybalov’s works [18, 19].

Section 2 provides the theoretical substantiation of
the algorithm and related results. Section 3 discusses
the implementation of the algorithm and the compu-
tational results. Section 4 provides brief conclusions.
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2. THEORETICAL RESULTS
Suppose that a system of linear equations in vari-

ables , …,  contains more than one equation, and
some equation depends nontrivially on variable . We
say that a new system of linear equations is derived
from the original system by eliminating variable  if
the new system does not depend on variable  and the
original system is equivalent to the union of the new
system and exactly one equation (which depends on

) corresponding to the linear combination of equa-
tions of the original system. The elimination of a vari-
able corresponds to the projection onto a coordinate
subspace. Let us consider the following example:

The elimination of variable  (or ) gives one
equation . Each of its (0, 1)-solutions can
be extended to the (0, 1)-solution to a system of two
equations. Indeed, if two variables  and  run inde-
pendently through values from set {0, 1}, then their
sum  takes on all three values from the field

. This is also true for their difference .
Therefore, simultaneous elimination of two variables,
if possible, allows us to reduce the number of equa-
tions without violating the existence of (0, 1)-solu-
tions.

The elimination of a variable may lead to a system
with a larger number of (0, 1)-solutions as compared
to the original system. The following result holds only
over , but not over fields with a larger number of
elements.

Theorem 1. Suppose that we have natural numbers 
and  that satisfy inequalities , , and

, as well as a system of  linear equa-
tions in  variables over field . Suppose also that,
for each index , there is an equation that
depends nontrivially on variable . If this system has no
(0, 1)-solution, then there is index  such that the
elimination of variable  again leads to a system that
has no (0, 1)-solution. Moreover, this system can be
found in polynomial time .

Proof. The system of equations can be written in
matrix form , where  is an  matrix of
coefficients for the linear terms of the equations, while

 and  are columns of  variables and  numbers,
respectively. By the condition of the theorem, there
are no zero columns in matrix .

For , matrix  has two linearly
dependent columns. Indeed, the number of possible
different nonzero columns is . This set is divided
into  pairs of linearly dependent columns.
Therefore, condition  ensures that 
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ON BINARY SOLUTIONS TO A SYSTEM 111
has two linearly dependent columns. Let us denote the
numbers of these columns by  and . To find  and

, we can search through  variants while
checking the linear dependence of the corresponding
columns.

Original system  is equivalent to system
, where nonzero entries in columns  and  of

 matrix  are located only in one row, the num-
ber of which is denoted by . Here, matrix  is
obtained from matrix  by elementary operations on
rows, while an entry of column  is equal to the corre-
sponding linear combination of entries of column .
If the system of equations obtained by removing the

th equation from that system has a (0, 1)-solution,
then it has a (0, 1)-solution for some (0, 1)-values of
variables  and . Therefore, the entire system also
has a (0, 1)-solution because the choice of values of 
and  allows the th equation to hold for any estimate
of the remaining variables. Removing the th equation
corresponds to eliminating each variable  and .  

Let us make a note. Suppose that, in the five-
dimensional space over , there is a three-dimen-
sional subspace that does not pass through any (0, 1)-
point. The image of the projection onto a coordinate
hyperplane, which corresponds to the elimination of a
variable, is a subspace that also does not pass through
any (0, 1)-point.

The following result makes it easy to check whether
a subspace of low codimension passes through some
(0, 1)-point.

Theorem 2. There is a polynomial-time algorithm
that receives a system of  linear equations in  variables
over  as an input and, provided that inequality

 holds, accepts the input if and only
if the system has a (0, 1)-solution.

Proof. The algorithm tries to eliminate variables in
a loop in accordance with Theorem 1. All variables not
included in a new system are also eliminated. If suc-
cessful, the next step leads to a system with fewer equa-
tions. In this case, the new system has a (0, 1)-solution
if and only if the original system has a (0, 1)-solution.
Upon performing less than  steps, the process termi-
nates in one of two possible cases: either there is only
one equation left or the resulting system depends on a
small number of variables.

If only one equation is left, then the input is
rejected for an equation of type  and is accepted
for an equation of the other types.

If  variables are left and the system contains sev-
eral equations without possibility of further reduction,
then  cases are analyzed. Let us estimate  from
above. Since the remaining number of equations does
not exceed , inequality  holds.
However,  according to the con-
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dition of applicability of the algorithm. Therefore,
inequalities  and (2n –
1) < 0.3155log2(2n – 1) hold. Hence, the number of
different (0, 1)-estimates of the remaining  variables
is less than .  

If condition  of Theorem 2 is
violated, then the algorithm always gives a correct
answer; however, its runtime may be longer. Never-
theless, in many cases, among inputs with given values
of  and , the runtime of the algorithm is short even
under weaker constraint .

Given the values of  and  that satisfy inequality
, almost any system of  equations in

 variables over the field  has many (0, 1)-solu-
tions. This is another heuristic probabilistic algorithm for
solvability checking, whereby randomly selected (0, 1)-
points are checked. If a (0, 1)-solution is found, then
it really exists; if no (0, 1)-solution is found, then the
algorithm returns a failure. On the other hand, under
this condition, the existence of a (0, 1)-solution can
always be checked by a deterministic algorithm in
quasi-polynomial time .

Theorem 3. There is an algorithm that receives a sys-
tem of  linear equations in  variables over field 
as an input and, in time , accepts the input if and
only if the system has a (0, 1)-solution.

Proof. Each (0, 1)-solution to a system of equations
in  variables over field  is extended to a (0, 1)-
solution to a system of equations in  vari-
ables over the field of rational numbers. Conversely,
each solution to the new system is shortened to the
solution to the original system. Each system has 
equations. Here, the th equation of form aj0 +

 = 0 over field  corresponds to

equation  = 
over the field of rational numbers, where 
and each new variable , …,  occurs only once.
The coefficients of the new system are integers the
absolute values of which do not exceed . In turn, (0,
1)-solutions to this system coincide with (0, 1)-solu-
tion to the new system, generally speaking, is not the
solution to the original system. Therefore, solutions to
one equation equal to the linear combination of equa-
tions to the system in which coefficients are bounded
from above by . Then, the search for (0, 1)-solu-
tions can be performed by dynamic programming [9]
in time not exceeding .  

It is possible to additionally modify the system to
equations while preserving the number of variables
and the property to having a (0, 1)-solution. This
allows us to expand the scope to our algorithm. How-
ever, in this case, the (0, 1)-solution of the new system,

− < −3(2 1) (2 1)logk n ≤ 30.5 logk

k
− 0.3155(2 1)n �

≤ −3 3(2 1)log logm n

m n
≤ −3(2 1)logm n

m n
≤ −3(2 1)logm n m

n (3)GF

(log )O nn

m n (3)GF
( )O mn

n (3)GF
+  3logn m n

m
j

+ +�1 1j jn na x a x (3)GF

+ + +�0 1 1j j jn na a x a x + + +�1 23 9 3k
j j jky y y

 3= logk n

1jy jky

3n

( )O mn

( )O mn �
51  No. 2  2025



112 ZVERKOV, SELIVERSTOV
generally speaking, is not the solution of the original
system. Therefore, this approach is convenient for
checking the existence of a (0, 1)-solution but not for
finding it.

Theorem 4. Suppose that we have a system of linear
equations in  variables over the field 

and an integer . This system has a (0, 1)-solu-
tion if and only if there is a (0, 1)-solution to a new sys-
tem where, for each  in the th equation, coef-
ficient  of variable  is replaced by the linear combi-
nation of coefficients

Proof. Let us consider an auxiliary system in which
the linear term of new variable  is added into each
equation:

where coefficients  are defined in the condition of
the theorem. One of the solutions to this system is
obtained when all variables are equal to element 2. For

, each (0, 1)-solution extends some (0, 1)-solu-
tion to the original system. For , each (0, 1)-
solution is obtained from some (0, 1)-solution for

 by simultaneously replacing the other variables
. Therefore, the auxiliary system has a (0,

1)-solution if and only if the original system has a (0,
1)-solution. Moreover, the set of (0, 1)-solutions to
the auxiliary system is divided into pairs of antipodal
solutions that pass into each other under the simulta-
neous inversion of values of all variables. Therefore, if
a (0, 1)-solution exists, then the auxiliary system has a
pair of antipodal (0, 1)-solutions both for  and

.
Next, we fix value  and obtain a system of 

variables , …, , , , …, . Let us replace the
name of variable  with . The new system of  vari-
ables has a (0, 1)-solution if and only if the original
system has a (0, 1)-solution, although the solution to
one system, generally speaking, is not a solution to the
other system. 

It should be noted that the geometric meaning of
the transformation from Theorem 4 is in the projective
transformation, whereby a hyperplane that passes
through a point in the affine part with coordinates

 and is not incident to any (0, 1)-point
becomes an improper hyperplane. This transforma-
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tion serves as an involution. The composition of sev-
eral such transformations does not lead to essentially
new systems.

Let us consider another easily verifiable condition
for the existence of a (0, 1)-solution to a system of lin-
ear equations over .

Theorem 5. Given a system of linear equations over
field , suppose that this system has a solution where
all variables, except one, are equal to 2. If the system has
no (0, 1)-solution, then the elimination of some variable
leads to a new system that also has no (0, 1)-solution.

Proof. Without loss of generality, we can assume
that the original system of equations has solution

, where all variables, except for the first
one, are equal to 2. Suppose that the solution to the
system is a point with coordinates , where,
for , all values of  belong to set {0, 1}. Then, the
(0, 1)-solution to the system is a point with coordi-
nates .  

3. IMPLEMENTATION AND DISCUSSION

Function  is implemented.
Its input is nonempty matrix  with  rows over field

. Let us denote the last column of this matrix,
called the auxiliary one, by . By , we denote the
submatrix located in the first  columns, except for the
last one. Column  contains free terms of equations,
while matrix  consists of coefficients of linear terms.
If matrix  is empty, then linear parts of all equations
vanish, and equations themselves turn into equality
0 = 0 or false formulas 0 = 1 or 0 = 2. Matrix  serves
as an augmented matrix of a system of equations.
Matrix  is modified in such a way that its last col-
umn always contains free terms, while its other col-
umns contain the coefficients of the linear terms of the
equations of a new system, which has a (0, 1)-solution
if and only if the original system of equations has a (0,
1)-solution. In this case, the numbers of rows and col-
umns never increase. The following steps are per-
formed in a loop until matrix  stabilizes or an addi-
tional termination condition is satisfied, under which
the existence or absence of a (0, 1)-solution is easily
verified.

1. Remove zero columns from matrix .
2. If some row of matrix  contains one nonzero

entry, located in the th column, then the following
cases are analyzed.

(a) If the entry of column  in this row is zero, then
delete the th column.

(b) If the entries in the th column and column 
in this row are not zero and coincide, then replace col-
umn  by difference , where  is the th column
in matrix , and then delete the th column.
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Fig. 1. The X-axis represents probability  that a randomly
selected element is not zero. The Y-axis represents the
median for the number of randomly generated nonzero
columns, among which there are no linearly dependent
ones, but the next column is linearly dependent on one of
the previous columns. The number of entries in a column
is denoted by .
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(c) If the entries in the th column and column  in
this row are both nonzero and distinct, then terminate
the algorithm when there are no (0, 1)-solutions.

This step is repeated until the matrix is stabilized.
3. Remove zero rows from matrix .
4. If  is empty or auxiliary column  in is zero,

then terminate the algorithm when there is a (0, 1)-
solution.

5. If matrix  is empty or contains a zero row, then
terminate the algorithm when there is no (0, 1)-solu-
tion.

6. Search for two linearly dependent columns in
matrix . If these columns are found, then denote the
number of one of them by . Otherwise, calculate col-
umn , where  is the th column in
matrix  and all columns are summed up. If column 
is not zero, then search for a column linearly depen-
dent on column  in matrix . If this column in  is
found, then denote its number by  and replace the
other column in matrix  with column . Otherwise,
terminate the algorithm.

7. Search for a nonzero entry in the th column.
Denote the number of its row by . Multiply the th
row of augmented matrix  by the entry in the th
row and th column. For each index  in augmented
matrix , subtract the th row multiplied by the entry
in the th column and th row from the th row. As a
result, the th column and th row become zero.
Hereinafter,  and  are associated with augmented
matrix . Go to the first step.

Function  returns either an
empty matrix or an augmented matrix of a new system
of linear equations that has a (0, 1)-solution if and only
if the original system of equations has a (0, 1)-solution.
If matrix  is empty, then the original system of equa-
tions has a (0, 1)-solution. If auxiliary column  in
matrix is zero, then the corresponding system of
equations is homogeneous; therefore, there is a zero
solution. Otherwise, if matrix  is empty or has a zero
row, although the corresponding row in augmented
matrix  is not zero, then the new system contains
false equality 0 = 1 or 0 = 2. If the system includes
equation  or , then there are no (0, 1)-
solutions. Otherwise, additional calculations not
implemented in this function are required. For
instance, we can try to estimate the remaining vari-
ables. On the other hand, this result can be regarded as
an ambiguous answer of the generic algorithm.

Searching for linearly dependent columns among 
nonzero columns requires  inter-col-
umn comparisons. This search is reduced to sorting 
columns, both the original ones and those multiplied
by two. The search can be implemented using the
numpy.unique method. However, a more practical
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implementation is based on hashing with the use of the
set container built in Python, which implies the con-
sideration of only a small number of columns, given a
sufficiently large number of them (see [20, 21]). The
total execution time is bounded from above by a func-
tion of form .

Let us consider an example. The system of equa-
tions of two variables  and 

corresponds to the augmented matrix

Neither of its first two columns is a linearly depen-
dent one. However, step 6 of the algorithm can be per-
formed. The column

is proportional to the first column of matrix . By
replacing the second column, we obtain the matrix

With the first two columns being proportional to
one another, the elimination of variables leads to a new
augmented matrix of one element , which corre-
sponds to false equality . Therefore, there are no
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Table 1. For the number  of rows, the median and 99th
percentile are shown for randomly generated nonzero col-
umns among which there are no linearly dependent col-
umns, but the next column is linearly dependent on some of
the previous columns. The upper bound for the number of
pairwise independent columns is also shown

50% 99% 100%

1 1 1 1
2 2 4 4
3 4 9 13
4 7 18 40
5 13 32 121
6 22 57 364
7 39 99 1093
8 67 172 3280
9 117 300 9841

10 202 520 29524
11 351 902 88573
12 605 1561 265720
13 1050 2708 797161
14 1823 4687 2391484
15 3163 8123 7174453
16 5450 14127 21523360
17 9467 24447 64570081
18 16423 42124 193710244
19 28435 73695 581130733
20 49176 126316 1743392200

m

m

Table 2. For the number  of rows and the probability 
that a randomly selected entry is not zero, the median is
shown for the number of randomly generated nonzero col-
umns among which there are no linearly dependent ones,
but the next column is linearly dependent on one of the pre-
vious columns

0.1 0.2 0.3 0.4 1.0

10 6 12 25 55 26
11 7 15 34 82 37
12 8 18 45 122 53
13 9 21 60 183 75
14 10 26 81 271 107
15 11 31 109 409 150
16 12 38 147 608 213
17 13 46 198 911 303
18 14 55 267 1371 426
19 16 67 360 2059 603
20 17 80 485 3094 848
21 19 98 658 4659 1204
22 21 118 895 7010 1699
23 23 144 1210 10611 2409
24 25 174 1642 15886 3420
25 27 212 2228 23958 4816
26 30 257 3027 36115 6831
27 33 313 4131 54066 9640
29 36 379 5598 81713 13658
29 40 463 7616 123263 19301
30 44 563 10313 186122 27250

m p

p

m

(0, 1)-solutions. During the execution of the program,
the elimination of variables first leads to the matrix

from which zero columns and zero rows are then
removed. In this example, the algorithm terminates in
two passes of the main loop, which is consistent with
to the theoretical estimate of computational complex-
ity.

To estimate the efficiency of the algorithm, matri-
ces with entries independently and uniformly distrib-
uted over the field  were generated. For the
number  of rows, Table 1 shows the median and 99th
percentile for  first randomly generated nonzero col-
umns, among which there were no linearly dependent
ones, but the next column turned out to be linearly
dependent on some of the previously generated col-
umns. For each number , 100000 series of columns
were used. The error in the median is approximately
1%. The last column of the table shows the upper
bound for the number of pairwise independent col-
umns: . The median for the largest number

 
 
 

0 0 0
,

0 0 2

(3)GF
m

n

m

−(3 1)/2m
PROGRAMMING A
of columns in a series is close to the value of the func-
tion .

Table 1 shows that even the 99th percentile is sig-
nificantly below the upper bound for the number of
pairwise independent columns. That is why the algo-
rithm remains efficient on average for systems in
which the number of equations significantly exceeds
the bound from Theorem 2. However, even Theorem
4 does not allow us to improve the bound from Theo-
rem 2 in the worst case.

The difference in computational complexity in the
worst and average cases is even more noticeable for
sparse matrices. In the next experiment, series of ran-
dom columns were generated in which all entries were
not zero with fixed probability  and the choice
between two nonzero values was equiprobable. For
columns of  entries, Fig. 1 shows the experi-
mental -dependence for the number  of the first
randomly generated nonzero columns, among which
there are no linearly dependent ones, but the next col-

⋅(4/5) (26/15)m

p

≤ 25m
p n
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Table 3. For  rows and  columns, the median is shown in
seconds of program runtime under the condition of a cer-
tain answer

105 106 107 108

2 0.01 0.1 1 14
3 0.02 0.2 2 23
4 0.03 0.3 3 35
5 0.05 0.5 5 48
6 0.06 0.6 6 62
7 0.08 0.8 8 79
8 0.09 0.9 10 97
9 0.11 1.1 12 117

10 0.13 1.3 14 139
11 0.15 1.6 16 162
12 0.17 1.8 18 187
13 0.2 2 21 214
14 0.23 2.2 24 243
15 0.28 2.5 26 273
16 0.33 2.9 28 304
17 0.4 3.2 32 334
18 0.49 3.6 35 369
19 0.67 4.1 39 405
20 0.9 4.7 43 445
21 1.18 5.5 47 479
22 1.46 6.5 52 518
23 1.8 8.1 58 563
24 2.06 10.4 63 609

m n

n

m

umn turns out to be linearly dependent on one of the
previously generated columns.

In Table 2, the experimental -dependence for this
median is shown for large values of  but small values
of  and . For  and , the proposed
method is efficient on average for systems of equations
with a small number of variables. Thus, our method
can be used to solve applied problems in mathematical
biology.

To empirically estimate the runtime of the program
at different numbers of rows  and columns  in ran-
dom matrix  of coefficients of linear terms of equa-
tions, the runtime medians were calculated under the
condition of obtaining a certain answer, whereby the
existence or absence of a (0, 1)-solution is determined.
The results are presented in Table 3.

The program listing and examples are available at
http://lab6.iitp.ru/-/havoc.

p
m

p = 1p = 0.1p ≤ 30m

m n
A
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4. CONCLUSIONS
The polynomial-time algorithm that makes it pos-

sible to check the existence of a (0, 1)-solution to a sys-
tem with a sufficiently small number of equations over
field  has been substantiated and implemented.
The reported results are consistent with the generally
accepted hypothesis about the high computational
complexity of the problems of recognizing (0, 1)-solu-
tions to systems of linear equations, because the mod-
ification of the problem by elimination of variables
encounters an obstacle in the worst case. However, for
a system with a small number of equations over the
field , the computational complexity turns out
to be low in a typical case. It has been experimentally
shown that the algorithm is much more efficient for
sparse systems of equations. Moreover, the binary
search method allows one to find a (0, 1)-solution to
the system, if any, even though the enumeration of all
(0, 1)-solutions may be very difficult. This opens up
the possibility of practical use in solving the applied
problems that can easily be reduced to finding a (0, 1)-
solution to a system of linear algebraic equations. For
instance, the paper [22] considered some examples of
reducibility of combinatorial problems to the problem
of solvability of a system of linear equations over an
additive semigroup of natural numbers.

Computer algebra systems support calculations
over the residue field modulo a prime. This allows the
new program to be integrated into a data processing
pipeline, in particular, for solving mathematical biol-
ogy problems.
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